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ABSTRACT

In this paper we consider a statistical concept of 

causality in continuous time in filtered probability 

spaces which is based on Granger's definitions of 

causality. The given causality concept is closely 

connected to the preservation of the property being 

a local martingale if the filtration is getting larger. 

Namely, the local martingale remains 

unpredictable if the amount of information is 

increased. We proved that the preservation of this 

property is equivalent with the concept of causality. 
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1. INTRODUCTION 

One of the goals of science is to find causal 

relations. This cannot always be done by experiments 

and researchers are restricted to observing the system 

they want to describe. This is the case in economics, 

demography and many other fields. Causality 

concepts expressed in terms of orthogonality in 

Hilbert spaces of square integrable random variables 

was studied by (Hosoya, 1977), (Florens & Mouchart, 

1985). In the papers (Florens & Mouchart, 1982), 

(Mykland, 1986), (Gill & Petrović, 1987) and 

(Petrović, 1996) it is shown how conditional 

independence can serve as a basis for a general 

probabilistic theory of causality for both processes and 

single events. 

Linear Granger--causality was introduced by 

(Granger, 1969). We shall study a nonlinear version of 

the concept. Like the linear one, it defines that the 

process                  does not cause the 

process            if, for all    the orthogonal 

projection of the L
2
-space representing        on 

the space representing    and        is contained in 

the space representing       . However, the spaces 

representing stochastic variables are those over the  -

field generated by these variables, while in the linear 

case they are the smallest closed linear spaces 

containing the variables. The concept was first 

suggested in (Granger & Newbold, 1977) and studied 

by (Chamberlain, 1982) and (Florens & Mouchart, 

1982). 

The study of Granger--causality has been mainly 

preoccupied with time series. We shall instead 

concentrate on continuous time processes. Many of 

systems to which it is natural to apply tests of 

causality, take place in continuous time. For example, 

this is generally the case within economy. In this case, 

it may be difficult to use a discrete time model. Also, 

the observed "causality" in a discrete time model may 

depend on the length of interval between each two 

successive samplings, as in the case with Granger--

causality as shown, for example, by (McCrorie & 

Chambers, 2006). 

This concept of causality is closely connected to 

the notion of extremality of measures and martingale 

problem (Petrović & Stanojević, 2010). Also, the 

given causality concept is related to the stable 

subspaces of    which contains right continuous 

modifications of martingales (Petrović & Valjarević, 

2013) and with orthogonality of martingales 

(Valjarević & Petrović, 2012). 

One of the aim of this paper is to give insight in 

known results which concern already mention concept 

of causality, but also to give some new. Results are 

mainly preoccupied with preservation of the local 

martingale property when the filtration is getting 

larger. 

After Introduction, in the second part of the paper 

we give various concepts of causality relationship 

between flow of information (represented by 

filtrations). Also, we give a generalization of a 

causality relationship "  entirely causes   within  " 

which (in terms of  -algebras) was first given in 

(Mykland, 1986) and which is based on Granger's 
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definition of causality from (Granger, 1969) and 

discuss the relationship to nonlinear Granger--

causality. 

In the third part we give some preliminaries on 

martingales where we consider the connection 

between the concept of causality and preservation of 

martingale property. The similar statement holds for 

local martingales, too. 

2. PRELIMINARIES AND NOTATIONS  

Let         be an arbitrary probability space and 

let                 be a family of sub 

  algebras of  . Then    can be interpreted as the 

set of events observed up to time         is the 

smallest   algebra containing all the    (even if sup 

       So, we have           . 

A filtration             is a nondecreasing 

family of   subalgebras of    that is: 

            

A probabilistic model for a time-dependent system 

is described by            where         is a 

probability space and          is a "framework" 

filtration, i.e.    is a set of all events in the model up 

to and including time   and    is a subset of    We 

suppose that the filtration      satisfies the “usual 

conditions”, which means that      is right continuous 

and each      is complete. 

Analogous notation will be used for filtrations 

      ,       , and          

Possibly the weakest form of causality can be 

introduced in the following way. 

Definition 2.1 It is said that   is submitted to   or that 

  is a subfiltration of   (and written as    ) if 

       for each  . 

It will be said that the filtrations   and   are 

equivalent (and written as    ) if     and   

 . 

A family of   algebras induced by a stochastic 

process           , is given by       
      ,  

where: 

  
                 

being the smallest   algebra with respect to which 

the random variables        are measurable. The 

process    is (    adapted if   
     for each  . 

A family of   algebras may be induced by 

several processes, e.g.         
         where: 

  
      

    
       

On the probability space         the process 

          , is a         martingale if    is 

     adapted and              for all      

Definition 2.2 (compare with (Rozanov, 1974)) Let 

        be a probability space and       and   

arbitrary    subalgebras from    It is said that   is 

splitting for    and    or that    and     are 

conditionally independent given   (and written as 

          ) if: 

                                    

                  

The following results give an alternative way of 

defining splitting. 

Lemma 2.1 (see (Gill & Petrović, 1987))           

if and only if            if and only if  

             for              

Corollary 2.2 (Petrović and Stanojević, 2005) 

          if and only if             for all 

                      

The intuitively plausible notion of causality 

formulated in terms of Hilbert spaces is given in 

(Petrović, 1989). We shall use its analogous in terms 

of filtrations. 

Let     and   be arbitrary filtrations. We can say 

that ''   is a cause of    within   '' if: 

                                     (1) 

because the essence of (1) is that all information about 

     that gives      comes via       for arbitrary    

equivalently,      contains all information from the  

     needed for predicting       According to 

Corollary 2.2, is equivalent to                 The 

last relation means that the condition      does not 

represent essential restriction. Thus, it was natural to 

introduce the following definition of causality 

between filtrations. 

Definition 2.3 (Petrović, 1989) It is said that   

entirely causes (or just causes)   within   relative to   

(and written as J|< G;H;P ) if             and 

if      is conditionally independent of       given 

      for each    i.e. 

           

(i.e.             holds for each   and each  ), or: 

                                 

If there is no doubt about    we omit "relative to   ". 
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Intuitively, J|< G;H;P  means that, for arbitrary    

information about      provided by      is not 

''bigger'' than that provided by         

A definition, similiar to Definition 2.3 was first 

given in (Mykland, 1986). However, the definition 

from (Mykland, 1986) contains also the condition 

     (instead of           which does not have 

intuitive justification. Since Definition 2.3 is more 

general then the definition given in (Mykland, 1986), 

all results related to causality in the sense of 

Definition 2.3 will be true and in the sense of the 

Hilbert space version of the definition from (Mykland, 

1986), when we add the condition       to them. 

If    and   are such that G|< G;         (where 

     is a family determined by                , 

we shall say that   does not cause    It is clear that the 

interpretation of, Granger--causality is now that   

does not cause   if  G|< G;         (see (Mykland, 

1986)). Without difficulty, it can be shown that this 

term and the term ''   does not anticipate   '' (as 

introduced in (Rozanov, 1977)) are identical. 

If   and   are such that G|< G;      we shall say 

that   is its own cause within   (compare with 

(Mykland, 1986)). It should be mentioned that the 

notion of subordination (as introduced in (Rozanov, 

1974)) is equivalent to the notion of being one's own 

cause, as defined here. 

These definitions can be applied to stochastic 

processes. It will be said that stochastic processes are 

in a certain relationship if and only if the 

corresponding induced filtrations are in this 

relationship. For example,     -adapted stochastic 

process    is its own cause if        
    is its own 

cause within          i.e. if:  

   |<            

We shall give some properties of causality 

relationship from Definition 2.3 which will be needed 

later. 

Lemma 2.3 (see (Petrović, 1989)) From   |<         

and       it follows that      . 

The following result shows that a process     

which is its own cause is completely described by its 

behavior relative to   . 

Lemma 2.4 (Petrović & Stanojević, 2010)   

        , is a Markov process relative to filtration 

            on a filtered probability space 

           if and only if    is a Markov process 

(relative to    and the process is its own cause within 

relative to $P$. 

Corollary 2.5 (Petrović & Stanojević, 2010) 

Brownian motion            on a filtered 

probability space            is its own cause within 

            relative to probability    

From the following result it follows that 

relationship "being one's own cause" is the transitive 

relationship. 

Lemma 2.6 (compare with (Petrović, 1989)) From    

|<         and   |<           it follows that   |<

        . 

The following result gives the invariance under 

convergence for causality relationship from Definition 

2.3. 

Proposition 2.7 (Petrović & Dimitrijević, 2011) In 

probability space         let   and   be a filtrations. 

Let        is a sequence of stochastic processes 

satisfying. 

  
    

                    

for every       and 

     
 |<                      

Then for the process    holds  

   |<         . 

Remark. For some results from part 2, the proofs in 

given literature are in terms of Hilbert spaces. The 

proofs are analogous in the   algebra concept. 

Proposition 2.8 (Mykland, 1986) Let          

            and        be filtrations in a 

probability space  Then the following statements are 

equivalent: 

        |<                       |<            

         |<                             

Lemma 2.9 (Mykland, 1986) In the measurable space 

       let the filtrations       ,       , and  

       be given and let   and   be probability 

measures on   satisfying Q   with 
  

  
 as 

     measurable. Then: 

  |<                    |<                

Given causality concept links Granger--causality 

with the concept of adapted distribution, which have 

been introduced by Kiesler and Hoover in \cite{KH}. 
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3. CAUSALITY AND MARTINGALE PROPERTY  

This section is concerned with the analysis of the 

connection  between the preservation of the 

martingale property and the concept of causality. 

The martingale property remains valid if the 

filtration decreases, but in general this property is not 

preserved if the filtration increases. When the 

filtration is getting larger, the preservation of the 

martingale property is strongly connected to the 

concept of causality, because martingale is the process 

which remains unpredictable even if the information 

  algebra increase. 

Let                       be a filtered 

probability space with            right 

continuous and complete. 

Let    be a set of right continuous modifications of 

the     -adapted  processes of the form 

                                        

Then, the following result holds. 

Theorem 3.1 Suppose that        and      . 

Then   |<          if and only if every     -adapted, 

    -martingale is     - martingale. 

PROOF. Suppose that   |<        . Then    

    ,       and 

                                 

 Suppose that  elements of  , of the form (2) are   

   martingales so: 

                           

               =E(        

                                   

                             

                         |       

where     is a indicator function for         so  

           ) 

which means that  elements of              -

martingales. 

Conversely, suppose that every        adapted   

       martingale   is         martingale,  i.e. 

                          

                                  

                                   

                       

                   

for        and also the definition of causality is 

satisfied, so   |<          

The similar result is shown in (Florens & Fougere, 

1996) but expressed in terms of noncausality. 

Corollary 3.2 Let        Then   |<          if and 

only if every element of   is       - martingale. 

PROOF. It is the special case of the previous 

theorem (if     ). 

As the special case we can observe the process of 

Brownian motion (see Corollary 2.5) and Markovian 

process (see Lemma 2.4). By previous results we can 

conclude that the process which is its own cause is 

completely described by its behavior with respect to 

its natural filtration (       respectively). 

Also, the concept of causality can be connected 

and to the larger class of processes. Let us recall, the 

random process             is called a local 

martingale with respect to the filtration      on the 

probability space          if there exist an increasing 

sequence of stopping times                 such 

that                           and for any 

           the sequences       
  are uniformly 

integrable martingales. 

Let   be a set of right continuous modifications of 

the      adapted  processes of the form: 

                                         

Then, we have the following result. 

Theorem 3.3      . Then   |<         if and only 

if every        -local martingale is       -local 

martingale. 

PROOF. Suppose that   |<         holds, i.e.  

                                 

 Also, suppose that process    is of the form (3), 

and that    is a        -local martingale. Then there 

exists a sequence        of  stopping times with respect 

to    for which      
 is a        -martingale, for each 

   According to Theorem 3 in (Bremaud & Yor, 1978) 

the sequence        of  stopping times with respect  to 

  is a sequence of stopping times with respect to   

too. Due to Theorem 3.1, for each   every       -

martingale      
  is       - martingale. Considering 

that      are stopping  times with respect to  , the 

process    is       - local martingale. 

Conversely, suppose that every       -local 

martingale is       - local martingale. If the 

assumption is true for every local martingale, then it is 

true for martingales (because every martingale is local 

martingale), and according to Theorem 3.1 we have    

|<        . 
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