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Abstract

Even though soil temperature in urban environment influences a range of processes, it has been studied 
rather sparsely in comparison with surface temperature or air temperature. Our research extends the 
soil temperature observation in Olomouc (Czechia) and uses semi-stationary measurement to describe 
detailed spatial variability of soil temperature in the area of a medium-sized Central European city. Dif-
ferences in soil temperature 20 cm below grass-covered surface may exceed 3°C due to soil type, shad-
ow cast by buildings and grass characteristics, which means that the representativeness of the data 
on soil temperature from a meteorological station within a city may be limited. Further research and a 
conceptual approach towards the study of soil temperature in urban landscape is needed.

Keywords: soil temperature; urban climate; Olomouc

Spatial Variability of Soil Temperature  
in an Urban Area: 
a Case Study for a Medium-sized European City

Introduction

Soil temperature influences a range of significant pro-
cesses in the landscape; however, it remains studied 
rather infrequently. Data on temperature and ther-
mal regimes of soils are essential for many scientif-
ic as well as technical contexts and applications, from 
pedology and ecology to agronomy and construc-
tion (e.g. Šulgin, 1972; Bedrna et al., 1989; Jenny, 1994; 
Probert, 2000; Gens, 2010; Duray et al. 2015). In re-
cent years, the study of thermal regimes of soils and 
soil temperature has also gained attention in the re-
search of urban and suburban climate (urban climate 
science); due to climate change a progressive field re-
quiring (fine-scale) climatic models that demand ac-
curate input data on the characteristics and physical 
properties of land surface and its adequate parametri-
sation (Masson et al., 2020).

In the studies of urban climate, emphasis is giv-
en to the characteristics of anthropogenic surfac-

es and their accurate parametrisation (Mohajera-
ni et al., 2017). Soils represent a considerable part of 
active surface in urban areas (Kopp & Raška, 2017); 
however, their characteristics are strongly general-
ized (Sievers et al., 1983; Bokwa et al., 2019; Feranec et 
al., 2019; Resler et al., 2020) considering the range of 
factors influencing temperature and thermal regimes 
of soils (Lehnert, 2014) and the general variability of 
soils in urban areas (Milošević et al. 2014; Sobocká et 
al., 2020). This leads to significant inaccuracies in the 
presumed radiative balance of active surface, and to 
differences between simulated and observed/real heat 
fluxes (Christen and Vogt, 2004). 

Unlike many studies on surface temperature (in 
Central Europe e.g. Schwarz et al., 2012; Dobrovol-
ný, 2013; Gemés et al., 2016; Geletič et al., 2019; Fricke 
et al., 2020), only a limited number of empirical stud-
ies have been carried out with focus on soil tempera-
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mailto:david.fiedor%40upol.cz?subject=
mailto:martin.jurek%40upol.cz%20?subject=
mailto:m.lehnert%40upol.cz?subject=


Spatial Variability of Soil Temperature in an Urban Area:  
a Case Study for a Medium-sized European City

2 Geographica Pannonica • Volume 25, Issue 1, 1–9 (March 2021)

ture in urban environment. Harman (2003) presented 
a theory presuming lower average temperature of the 
soil surface in built-up areas compared to areas outside 
of housing development. On the contrary, Lokoshchen-
ko and Korneva (2015) used long-term measurements 
in Moscow (Russia) to calculate that the mean differ-
ence in soil temperature between central areas of the 
city and rural surroundings equals to 0.6–0.8°C and 
the mean difference between urban periphery and ru-
ral surroundings equals to 0.4–0.6°C. The differences 
were most pronounced in the winter season and less 
pronounced in the summer. Similarly, Tang et al. (2011) 
observed soil temperature 1.2°C higher in urban area 
compared with its rural surroundings, using station-
ary measurement of temperature in homogenised soil 
placed into plastic tubes in Nanjing (China). Tang et al. 

(2011) also used semi-stationary measurements (600 re-
search points in two days of August 2010) to detect larg-
er spatial variability of soil temperature within a city. In 
our previous study (Lehnert, 2013b) we analysed sta-
tionary (station) measurements in Olomouc and its sur-
roundings but we did not detect any clear influence of 
the city on soil temperature but we showed that spatial 
variability of soil temperature in urban and sub-urban 
landscape could be studied in further detail by means 
of field measurements (Lehnert et al., 2015). Consider-
ing the growing interest in the topic of temperature and 
thermal regimes of soils in urban environment, we aim 
in this case study to assess spatial variability of average 
daily soil temperature in the city of Olomouc, Czechia 
using two days of detailed field measurements of soil 
temperature. 

Methods

Study area
The research was carried out in the city of Olomouc 
in the eastern part of the Czech Republic (Figure 1). 
Olomouc is a mid-sized city (100 thousand inhabit-
ants, area of 103 km²) located mostly in the flat flood-
plain of the Morava river, with mean elevation of 245 
m a.s.l. Haplic and gleyic Fluvisols prevail, comple-
mented in the urban landscape of Olomouc by larger 
areas of urban Anthrosols. Olomouc has a moderate 
climate (Cfb temperate oceanic climate according to 
Köppen classification) with average annual tempera-
ture of 8.9°C and annual sum of precipitation 547 mm 
(Vysoudil et. al., 2012). A long-term research of urban 
climate is underway in Olomouc and the urban heat 
island (UHI) effect of more than 2.0°C has been de-
tected (Lehnert et al., 2018). The city structure is typi-
cal of a wide range of the types of urban development, 
from the preserved historical centre with compact 
streets to quarters of detached houses with gardens, 
mid-rise blocks of flats, recently built shopping zones 
and suburban settlements. In the surroundings of the 
city, agricultural landscape prevails.

Field measurement
The field measurement was designed with the aim to 
cover locations that would represent the variability of 
urban environment and types of housing development 
(Figure 1). Potential research locations were identified 
using the leading factor (compact development, flat 
terrain, grass surface) and subsequently a defined set 
of research locations was established by means of ex-
pert selection. Each research point was placed inside 
the area of the research location far enough from its 
fringe, it was covered with vegetation representative 
for the whole location and preliminary measurements 

were carried out before the main measurement cam-
paign to ensure that soil moisture and soil tempera-
ture data measured at that point were characteristic 
for the whole research location.

Measurements were carried out using digital pen-
etration thermometers Hanna HI 145 (Figure 2) with 
an accuracy of 0.3°C in the used temperature range. 
The thermometers were chosen considering their 
fast sampling response, acceptable accuracy test-
ed through comparison with meteorological station 
measurement, and financial accessibility (Lehnert 
2013a). Thermometer inertia was taken into account, 
soil temperature record was taken only after stabili-
sation of the value measured on the probe (usually 
2–5 minutes after insertion into soil). In order to ob-
tain representative data records, soil temperature was 
measured at each research point at least twice and al-
ways using at least two thermometers, following the 
recommendation of Buchan (2001).

The case study measurement campaign was carried 
out in the city of Olomouc in two days of spring, 5 
and 7 May 2015, at 25 research points (Table 1). The 
weather during the experiment days is described in 
Table 2 and synoptic situation in Europe is illustrat-
ed by charts in Appendix A, showing a transition of a 
cold front across Central Europe on 6 May, 2020. The 
measurement was carried out in the times used for the 
determination of average soil temperature 07, 14 and 
21 Central European Time ±30 minutes necessary for 
all the measurement teams to cover all locations of 
measurement. Eventual inaccuracy of measurement 
due to this temporal span does not exceed 0.1°C at the 
98% probability level, as demonstrated before by sta-
tionary soil temperature measurement in Olomouc 
(Lehnert, 2013a).
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Table 1. Characteristics of the research points of the field experiment*

Point Elevation  
(m a.s.l.)

Soil type  
(FAO WRB)

LCZ Grass height 
(cm)

Soil moisture (% vol.)
5 May 2015 7 May 2015

BE1 217 FL ha 89 6-10 16 14
BE2 217 FL ha 8D 6-10 13 18
BE3 216 FL ha 9 11-15 15 16
BE4 216 FL ha 9 1-5 7 14
BE5 216 FL ha 9 11-15 18 21
EN1 212 AT 59 6-10 13 15
EN2 212 FL ha 59 1-5 12 20
EN3 213 FL ha 5 1-5 15 16
EN4 214 FL ha 5 11-15 17 16
EN5 214 AT 5 16-20 13 20
NU1 233 AT 8 11-15 14 18
NU2 238 CH ar 89 6-10 24 20
NU3 250 CH ar 59 1-5 20 18
NU4 236 AT 5 11-15 20 19
NU5 237 CH ar 5 11-15 13 16
ST1 215 AT 5 11-15 14 11
ST2 214 AT 9 6-10 19 16
ST3 214 FL ha DB 6-10 10 15
ST4 214 FL ha 85 11-15 14 20
ST5 214 FL ha 59 1-5 12 28
UD1 222 CM lv 5B 6-10 15 25
UD2 212 AT 5 1-5 24 18
UD3 213 FL ha 5 6-10 12 23
UD4 214 FL ha 5 6-10 13 18
UD5 213 FL ha D 6-10 19 22

* Base map sources: COSMC 2020, Natural Earth 2020

Notes: 
1) FAO WRB – World Reference Base for Soil Resources by the Food and Agriculture Organization of the United Nations: FL ha – Fluvisol 
haplic, AT – Anthrosol, CH ar – Chernozem arenic, CM lv – Cambisol luvic 
2) LCZ – Local Climate Zones (see Stewart & Oke, 2012 for further details) 
3) Vegetation cover of soil (vertical view) 76–100% in all cases except UD4, where it was 50–75%.

Figure 1. Study area and soil temperature measurement 
sites in Olomouc

Figure 2. Semi-stationary soil temperature  
measurement in Olomouc and surroundings 

Source: Lehnert, 2013a
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Results

On the reference meteorological station Olomouc-Ho-
lice of the Czech Hydrometeorological Institute, aver-
age daily soil temperature in 20 cm depth was 14.2°C 
on 5 May, 2015 and 14.7°C on 7 May, 2015 (Table 3). 
Based on soil temperature measurements at various 
depths, a trend typical for the season of increasing 
soil temperature occurred at depths of 20, 50 and 100 
cm, while short-term weather patterns influenced the 
near-surface layers of the soil. Vertical profile of soil 
temperature during the measurement campaign can 
be derived from the reference station Olomouc-Hol-
ice. Horizontal spatial variability of soil temperature, 
however, can only be obtained through detailed field 
measurement.

On the first day of the experiment (5 May 2015), val-
ues of average daily soil temperature in 20-cm depth 

at the research locations in the city showed a −1.8°C to 
+1.4°C deviation from the average daily temperature 
of 14.2°C at the reference station Olomouc-Holice, so 
the overall soil temperature range in average daily soil 
temperature was 3.2°C at the study locations within 
the city. Figure 3 shows that the lowest average daily 
soil temperature (in 20-cm depth) was detected at re-
search point UD5 followed by NU4 and NU5, while 
the highest average daily soil temperature was detect-
ed at research point EN1 followed by EN5 and EN2. 

Values higher than the temperature at the reference 
station were observed namely within the research sec-
tor EN. The average daily soil temperature in 20-cm 
depth, calculated as the average of all research points, 
was 14.4°C, a good fit with the average daily soil tem-
perature at the reference station Olomouc-Holice 
(14.2°C).

Results from the second day of the field experiment 
(7 May 2015) indicate rise by 0.3°C in average daily 
soil temperature in comparison with the records from 
the first day of the experiment (on the reference sta-
tion Olomouc-Holice, the rise was by 0.5°C). In de-
tail, soil temperature was higher on 20 from the 25 
research points on the second day (Figure 3), while 
the overall spatial variability in average daily soil 
temperature within the city was smaller on the sec-

ond day. On 7 May 2015, average daily soil tempera-
ture at the research points deviated −1.7°C to +1.1°C 
from the average daily soil temperature at the refer-
ence station Olomouc-Holice (14.7°C), thus the over-
all temperature range was 2.8°C. The lowest average 
daily soil temperature was detected at research points 
NU4 (13.0°C) and NU5 (13.3°C), the highest at the re-
search point EN2 (15.8°C). The average daily soil tem-
perature derived from the whole set of research points 
within the city was 14.7°C, equal to the value at the 

Table 2. Weather conditions on 5–7 May 2015 at the meteorological station 
Olomouc-Holice

5 May 2015 6 May 2015 7 May 2015

Air temperature (°C) max. 23.8 19.0 20.1

avg. 19.1 15.1 13.8

min. 12.5 14.0 9.6

Relative humidity (%) avg. 74 88 59

Precipitation (mm) 11.7 1.4 0.0

Wind speed (ms–1) 2.3 1.3 3.3

Sunshine duration (hrs) 3.2 0.0 10.7

Source: Czech Hydrometeorological Institute.

Table 3. Soil temperature [°C] at the reference station Olomouc-Holice on 5–7 
May, 2015

Tdepth(cm) 5 May 2015 6 May 2015 7 May 2015

T05 15.9 16.0 15.5

T10 15.5 15.9 15.3

T20 14.2 15.1 14.7

T50 12.3 13.1 13.3

T100 10.8 11.0 11.2

Source: Czech Hydrometeorological Institute.
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reference station and thus again confirming a good fit 
in the selection of the reference station as well as the 
relevance of the field experiment.

A comparison of soil temperature at the individual 
research points and at the reference station Olomouc-
Holice reveals that there are characteristic differences 
at most locations for both days; therefore, the detect-
ed differences are not random and indicate that there 
is a pattern of spatial differences in soil temperature 
across the city (of Olomouc). The results also demon-
strate a considerable variability in soil temperature at 
the scale of individual city quarters (research sectors), 
which means that it is rather difficult to identify are-
as with higher/lower soil temperature on the basis of 
the methodology used in the experiment (see Discus-
sion). Nevertheless, the results from 7 May 2015, when 
cloudiness was lower and sun irradiation was more 
intense, reveal higher soil temperature in the sector of 
Envelopa (EN1–EN5) with low-rise buildings and sub-
terranean anthropogenic sources of heat.

Discussion and conclusion

The field experiment was incited by previous studies 
analysing temperature characteristics in the urban 
environment of Olomouc (Geletič & Vysoudil, 2012; 
Lehnert et al., 2018; Lehnert et al., 2020) and pedolog-
ical research in the area (e.g. Chmelová & Šarapatka, 
2002). Spatial variability of soil temperature within the 
city was illustrated on the example of two days with 
different weather conditions and using semi-station-
ary field measurement. This study explicitly express-
es the differences in average daily soil temperature 
across the city in comparison with the background 
reference station. The range of soil temperature differ-
ences may exceed 3.0°C on a sunny day. The average of 
soil temperature from all research points is in good fit 
with the value at the reference station, a confirmation 
of the relevance of the field experiment and of the ade-
quate location of the meteorological station Olomouc-
Holice for soil temperature measurement. The results 
of the experiment also confirm the assumption that 
it is not possible to find any simple relation between 
soil temperature and city parts, urban building types 
etc., which is similar to the complexity of differenc-
es in soil temperature between urban and suburban 
landscape (Lehnert et al., 2015).

Detected spatial variability in soil temperature 
in urban environment may result in various practi-
cal applications – it may influence the composition/
diversity of low vegetation in individual parts of the 
city (Čeplová et al., 2017), it may influence evapora-
tion (Feldhake & Boyer, 1986), technical parame-
ters of buildings and underground utilities (Low et 

al., 2013), or in the context of thermal characteris-
tics of soils and of active surface it may be included 
into and influence the accuracy of (fine-scale) mete-
orological models (Maronga et al., 2020). The detect-
ed spatial variability of soil temperature also points 
to the issue of representativeness of stationary mete-
orological measurements not only in the urban envi-
ronment. The vast majority of stations that observe 
soil temperature are located on the basis of require-
ments for meteorological observation (air tempera-
ture, precipitation, wind direction and velocity etc.) or 
based on research parameters for urban climate stud-
ies (Vysoudil et al., 2012). When selecting locations for 
soil temperature measurements, research of the field 
of soil temperature in the area should be performed 
and physical characteristics of soils should be deter-
mined prior to selecting the definitive location, one 
that would properly represent the characteristic soil 
temperature pattern and regime in the area (Shein et 
al., 2009). Otherwise, local differences in soil temper-
ature may completely override the regional differenc-
es, failing the representativeness of the results for a 
wider area (Lehnert, 2013b). 

Spatiotemporal variability of soil temperature can-
not be determined neither on the basis of spatiotem-
poral variability of air temperature (Zheng et al. 1993; 
Kang et al., 2000; Dolschak et al., 2015) nor on the ba-
sis of surface temperature, therefore further research 
and a methodological and conceptual approach to the 
study of temperature and thermal regimes of soils (not 
only for fine-scale climatological modelling) is essential. 

Figure 3. Soil temperature in 20-cm depth at research points 
of the field experiment in Olomouc, 5 and 7 May 2015

Base map source: COSMC 2020
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This approach must respect the specifics of urban land-
scape and a substantial variability of soils in urban are-
as, where pedogenesis and the resulting spatial variabil-
ity of soils is largely interconnected with human activity.

For further analyses of temperature and thermal 
regimes of soils in urban environment in the con-

text of their applicability, the concept of pedo-urban 
complexes or urban pedotope (Sobocká, 2010; Sob-
ocká et al., 2020) seems applicable and it may be to a 
large extent compatible with the concept of local cli-
mate zones (Stewart & Oke, 2012), a concept well es-
tablished in the study of urban climate.
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Abstract

This study revisits teleconnections associated with the anomalous events of September to November 
(SON) rainfall over Uganda during 1981-2019, owing to the recent intensification of extreme events.
Empirical Orthogonal Function (EOF), Composite and Correlation analysis are employed to exam-
ine the variability of SON rainfall over the study domain and associated circulations anomalies. The-
first EOF mode (dominant mode) displays a positive monopole pattern and explains 67.2% of the vari-
ance. The results revealed that SON rainfall is largely influenced by a Walker circulation mode over the 
Indian Ocean, whereby, wet events are associated with an ascending limb of the Walker circulation on 
the western part of the Indian Ocean characterized by convergence at low levels and divergence at up-
per level. The study showed that SON rainfall is positively (negatively) correlated with Indian ocean (At-
lantic Ocean) sea surface temperatures (SST). Furthermore, Indian Ocean Dipole (IOD) events have 
impact on SON rainfall with strong positive correlation, whereas Southern Oscillation Index (SOI) re-
vealed negative correlation. The results also reveal that there is a lag in ENSO and IOD episodes during 
wet/dry events over the region. ENSO and IOD also tend to extend the rainfall season of SON and thus 
study of extreme events may not be well captured by studies focusing on SON. Future studies might 
consider the season of October to December or December to February. These phenomena need to be 
closely monitored and considered when making seasonal forecasts.

Keywords: Rainfall; Extreme; Circulation; Uganda; East Africa
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Introduction

Uganda is an agricultural country and the economy 
largely depends on rainfed agriculture. Abnormal oc-
currences in rainfall have far-reaching effects on com-
munity livelihoods (GOU, 2015). Rainfall over the re-
gion exhibits high spatial and temporal variability. 
This is attributed to the complex topography, vary-
ing vegetation patterns and large inland water bod-
ies which regulate the local climate (Basalirwa, 1995; 
Ogwang et al., 2014). Rainfall over the region is most-
ly influenced by the equatorial rain band which os-
cillates northwards and southwards throughout the 
year (Nicholson, 1996; 2018). This convergence zone 
over the region is twice a year, thus resulting into bi-
modal rainfall patterns over the study domain. The 
long rains occur between March to May (MAM) and 
short rains between September to November (SON) 
(Basalirwa, 1995). However, this tends to a unimod-
al pattern for areas away from the equator. Other fac-
tors influencing rainfall over the region include west-
erlies from Congo basin, monsoons, anticyclones; the 
Mascarene High, Arabian High, Azores High and the 
St Helena High, sea surface temperature (SST) anom-
alies, El-Nino Southern Oscillation (ENSO) and Indi-
an Ocean Dipole (Saji et al., 1999; Indeje et al., 2000; 
Ogwang et al., 2012; 2015).

Extreme weather events in form of droughts and 
floods have been reported over the region by previous 
studies (Ogwang et al., 2015; Nicholson, 2017; Ojara et 
al., 2020). These are as a result of below normal, above 
normal or changes in onset, frequency, duration, and in-
tensity of rains in different seasons. This has posed pro-
nounced consequences on the population. Past studies 
have reported an observed decrease in rainfall during 
MAM season and an increase during SON (Nsubuga 
et al., 2014; 2017; Egeru et al., 2019; Ngoma et al., 2021). 
Nevertheless, SON rains have exhibited higher interan-
nual variability as they are reported to be more influ-
enced by global teleconnections (Saji et al., 1999; Ongo-
ma et al., 2015). Therefore, a clear understanding of the 
various mechanisms regulating the short rains of SON 
is paramount so as to improve on seasonal climate fore-
casts for disaster mitigation and adaptation.

Over the Greater Horn of Africa, various stud-
ies have been conducted to investigate the mecha-
nisms influencing climate over the region (Indeje at 
al., 2000; Hastenrath et al., 2004; Williams & Funk, 
2011; Manatsa et al., 2012; 2014; 2015; Ongoma et al., 
2015; Nicholson, 2017; 2018; Ayugi et al., 2018). A ma-
jority of these studies also focused on the short rains 
due to its higher interannual variability (Hastenrath 
et al., 2004; 2011; Manatsa et al., 2014; Ogwang et al., 
2014). Hasternrath et al. (2011) reported that the short 

rains are mostly influenced by a zonal vertical cir-
culation cell in the central equatorial Indian Ocean 
known as the Walker circulation. Numerous studies 
demonstrate that the most important physical mech-
anism in the variability of the short rains is the inten-
sity of this cell, with the low-level westerlies playing a 
fundamental role inmodulating this cell (Mutai et al., 
2012; Limbu &Tan, 2019). It is noted that strong west-
erlies are favoured by a steep eastward pressure gradi-
ent and abnormally weak trade winds in theSouth In-
dian Ocean (Nicholson, 2017). The weakening of the 
equatorial westerliesacts to reduce the subsidence over 
East Africa.Warm SSTs in the west and cold SSTs in 
the east are associated with a weakenedWalker circu-
lation over the Indian Ocean.

On the other hand, some studies link anomalous 
wet events of the short rains to effects by the Pacific 
Ocean (ENSO) (Nicholson & Kim, 1997; Indeje et al., 
2000). It is reported that short rains are enhanced dur-
ing El-Nino years and reduced during La-Nina years.
According to Nicholson (2015), ENSO is well correlat-
ed with parameters over the Indian Ocean that mod-
ulate the short rains, such asthe low-level and upper-
level zonal winds. It is noted that a higher phase of 
Southern Oscillation (SO) weakens south easterlies 
from the Indian Ocean and lowers pressure over the 
eastern Indian Ocean. It is documented that ENSO-
plays a significant role in determining the monthly 
and seasonal rainfall patterns in the East Africanre-
gion (Black et al., 2003; Nicholson & Kim, 1997).Most 
of these studies were carried out over the entire East 
Africa or Greater Horn of Africa and a few focused-
on Uganda. Thus, they do not capture well the local-
ized patterns and the local circulations involved over 
Uganda.

The recent decades have witnessed an intensifica-
tion of anomalous events over the study region com-
pared to the last 50 years of observed climatology. 
For instance, the 2019 short rains over Uganda were 
considered the most pluvial year observed, affecting 
thousands of people and destroying the societal in-
frastructure (ReliefWeb, 2020). The need for accurate 
forecasting as a way of minimizing the losses remains 
a paramount process. Towards the detected signature 
event in 2019, the Climate Outlook Forum (COF53) 
attributed the events to several factors. They were as 
follows: the forecasted warmer positive phase of IOD, 
the Neutral ENSO conditions in the central and east 
pacific Oceans, and dynamical factors, among others 
(UNMA, 2019). The extensive probabilistic features 
for predictions of the exact cause could be attribut-
ed to the deficiency in understanding the teleconnec-
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tion’s patterns influencing the seasonal rainfall. Re-
cent studies have pointed to these new phenomena 
that affect the rainfall variation over the larger East 
African region but no studies conducted over Ugan-
da, despite the large spatial variance (Finney et al., 
2019; Wainwright et al., 2020). For instance, the ef-
fect of Madden-Julian Oscillation (MJO) and the pres-
ence of tropical cyclones in the Western Indian Ocean 
(WIO) has been detected to contribute to the recent 
climate extremes. Another recent study by Ogwang 
et al. (2014) assessed circulation anomalies of October 
to December extreme rainfall and covered whole East 
Africa. Furthermore, Ogwang et al. (2016) pointed out 

that there was an abrupt change in SON rainfall over 
Uganda during 1994. Thus, with the expected changes 
in climate, there is call for the need to revisit the possi-
ble mechanisms influencing the SON short rains over 
Uganda for accurate weather and climate prediction.

This study therefore sought to investigate the mech-
anisms influencing short rains over Uganda in the re-
cent decades (i.e.,1981 – 2019) and fill in the gap by 
past studies. Section 2 gives a brief description of the 
study domain, the data and methods employed in the 
study. Section 3 presents the findings and discussions 
of the study. Lastly section 4 gives the summaryand 
presents possible recommendations.

Study Area, Data and Methods

Study Area
Uganda is located in East Africa and stretches from 
29.2ºE–35.2ºE and from 1.5ºS–4.5ºN (Fig. 1). It is a 
landlocked country bordered by South Sudan in the 
North, Kenya in the East, Democratic Republic of Con-
go (DRC) to the West and Rwanda and Tanzania in the 
South. The country comprises of complex topography 
ranging from low lying areas in the north west, mid-
dle terrain in the central to high lands and top moun-
tains in the south west (Mts Rwenzori and Mufumbi-
ra), and north east (Mts Elgon and Moroto). Various 
water bodies also cover up some parts of the country 
including Lakes Victoria, Kyoga, Albert, Edward and 
George and rivers including the world’s longest riv-
er, River Nile. The climate of region is equatorial with 
tropical forests rain forest such as Mabira Forest. All 
these physical features regulate climate over the region 
through local induced convection. As mentioned earli-
er in the introduction section, the climate over the re-
gion is mostly influenced by the tropical rain belt which 

oscillates from north to souththroughout the year (Ba-
salirwa, 1995; Nicholson, 2018).

Data

Observed datasets
Station data over Uganda has many discrepancies 
(Sylla et al., 2012). This is due to the sparse distribu-
tion of ground stations and unreliability of equipment. 
This study therefore used monthly rainfall estimates 
from the Climate Hazards Centre for Infrared Precip-
itation with Station data(CHIRPS) (Funk et al. 2015) 
as a reference to observed data from 1981 to2019 rel-
ative to the starting period of the datasets. The data 
is available on http://https://www.chc.ucsb.edu/data/
chirps.The CHIRPS rainfall data version 2 (CHIRPS.
v2) blends 0.05° resolution satellite imagery with in-si-
tu measurements toproduce a gridded value from 1981 
to present. CHIRPS has been evaluated and utilized 
by a number of studies over East Africa (Dinku et al., 
2018; Ayugi et al., 2019; Ngoma et al., 2021).

Reanalysis Datasets
The study employed ERA5 reanalysis dataset 
(C3S,2017) at 0.25° × 0.25° horizontal resolution for 
winds (zonal u and meridional v), vertical veloci-
ty and specific humidity at 850 hPa and 200hPa for 
comparison with large-scale circulation.ERA5 isthe 
5th generation product available from the European 
Centre for Medium-Range Weather Forecasts (ECM-
WF).Winds at 850 hPa (200 hPa) was selected because 
these are linked to low-level (high-level) wind conver-
gence (divergence) that has direct influence on rainfall 
trends over the study region.

Variables of mean sea level pressure and velocity 
potential were obtainedfrom the National Centers for 
Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) from https://psl.

Figure 1. Location of Uganda in Africa along longitudes 
29.2oE and 35.2oE, and latitudes 1.5oS – 4.5oN. Also 

indicated include the presence of physical features, water 
bodies and elevation in meters (m).

https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.htmlat
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noaa.gov/data/gridded/data.ncep.reanalysis.htmlat at 
2.5°resolution. Version 5 sea surface temperature was 
obtained from National Oceanic and Atmospheric Ad-
ministration/National Climatic Data Center, NOAA 
NCDC at http://iridl.ldeo.columbia.edu/SOURCES/.
NOAA/.NCDC/.ERSST/.version5/.sst for the same study 
period 1981-2019. The study further utilized Southern 
Oscillation Index (SOI) and Dipole Mode Index (DMI) 
datasets to investigate the influence of ENSO and Indi-
an Ocean Zonal Mode on SON rainfall over Uganda. 
These indices were obtained from NOAA at https://psl.
noaa.gov/gcos_wgsp/Timeseries/.

Methods
The study employed various methods like Empirical 
Orthogonal Function (EOF), composite analysis, stu-
dent t-test and simple correlation.EOF is used to in-
vestigate the variability of a single field of climatic data 
(Lorenz, 1956).The variability in the time evolving field 
is broken down into a few standing oscillations and a 
time series (Principal Component) for each oscilla-
tion. The first EOF is the leading mode and points to 
thedirection in which the data vectors jointly display 
the most variability. The secondeigenvector is perpen-
dicular to the first eigenvector, which is perpendicu-
lar to the thirdeigenvector and so on, thus called the 
empirical orthogonal function analysis. Well correlat-
ed data may be defined by a small number of orthog-
onal functions andtime coefficients, corresponding 
to the variances in theirspatial and temporal distri-
bution (Bjornsson &Venegas, 1997). EOF is used in 
this study to show the dominant modes ofvariabili-
ty of SON rainfall over the region. This technique has 
been employed by a numberly of studies across East 
Africa (Ogwang et al.,2012; Ayugi et al., 2018;Limbu 
&Tan,2019).The data used is normalized in order to 
prevent areas andseasons of maximum variance from 
dominating the eigenvectors. Thestandardized rain-
fall anomaly (z) is computed as shown in equation 1.

Anomaly = X − X
σ  

(1)

• where X is the SON mean rainfall, X is the long-
term SON mean rainfall and σ is standard devia-
tion of SON rainfall.

The composite analysis involves identifying and av-
eraging different fields of a variable selected accord-
ing to their association with key conditions.Com-
posites were separately analyzed for Mean sea level 
pressure, winds, moisture flux convergence, vertical 
velocity, and velocity potential. This method was used 
to detect circulation patterns associated with anoma-
lous events of wet and dry years. Wet (dry) years are 
defined by values of >1 (<1) standard deviation from 
the time series of the principal component (PC) of 
the dominant mode of EOF as explained in studies by 
Dommenget and Latif (2002) and Makkonen (2006). 
The results of the composites are used to generate hy-
potheses for patterns associated with individual sce-
narios variability.

The composite variables were tested for statistical 
significance using the t-test (when one or both groups 
have a sample size of less than 40). The equations for t-
test are as shown in equation 2 and 3.

t = x1 − x2

Sx1−x2  
(2)

Sx1−x2 =
(n1 −1)

n1 +n2 − 2
S1
2 + (n2 −1)S2

2 1
n1

+ 1
n2

⎡

⎣
⎢

⎤

⎦
⎥

 
(3)

• where x = mean.
• S = standard deviation.

The calculated values of t were compared with 
those of the theoretical distribution with N-2 degrees 
of freedom at different significance levels. If the calcu-
lated value of tis less than the theoretical value, then 
the significant area identified. Lastly, correlation anal-
ysis for Pearson correlation coefficient was employed 
to study the relationship between SON rainfall and 
SST, SOI and DMI. The simple correlation has two im-
portant properties. First, it is bounded by -1 and 1, i.e., 

-1 <CC< 1.When the value of correlation coefficient +1 
or –1, it indicates a perfect positive or negative correla-
tion between thegiven pairs of variables, respectively. 
The square of the correlation coefficient represents th-
eportion of the variability of one of the two variables 
that is linearly accounted for or explained by theother.

Results and Discussions

Spatiotemporal variability
Figure 2 shows standardized precipitation anoma-
lies for SON rainfall based on CHIRPS data during 
1981–2019 over Uganda. High interannual and inter-
decadal variability is shown over the region with al-
most equal number of wet and dry events. 19 years 

exhibited wet patterns whereas 20 years experienced 
dry precipitation anomalies. Significant anomalous 
events with standardized anomaly of >(<) 1 occurred 
during 2011,2012, 2019 (2005, 2009).Previous studies 
have attributed these anomalous events to the dipole 
mode influence of the Indian Ocean sea surface tem-

https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.htmlat
http://iridl.ldeo.columbia.edu/SOURCES/.NOAA/.NCDC/.ERSST/.version5/.sst
http://iridl.ldeo.columbia.edu/SOURCES/.NOAA/.NCDC/.ERSST/.version5/.sst
https://psl.noaa.gov/gcos_wgsp/Timeseries/
https://psl.noaa.gov/gcos_wgsp/Timeseries/
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peratures (Saji et al., 1999; Manatsa et al., 2012). Wet 
(dry) events are associated with positive (negative) In-
dian Ocean dipole. Other studies link the interannu-
al variation of SON rains to El Niño Southern Oscilla-
tion (ENSO) (Indeje et al., 2000; Ntale and Gan 2003). 
This is also reflected by the present study with El Niño 
years coinciding with wet anomalous events of 2010 
and 2012 and La Niña years with dry events of 2005, 
2009. However, some years reported by previous stud-
ies as El-Nino and La- Nina are not reflected in the 
wet and dry years. An example is 1996-1997 which 
was a strong El-Nino year but depicting slightly above 
normal rainfall in Figure 2. This could be attributed 
to the characteristic of the episodes as reported by a 
study (Hoell et al., 2014) which found that the short 
rains are generally reduced during La Niña but that 
the degree and spatial consistency of the reduction de-
pends on the nature of the episode. Nicholson et al. 
(2001) also found that the impact of La Niña/El Niño 
materialized only when cooling/warming of thetrop-
ical Indian and Atlantic Oceans occurred in conjunc-
tion with the episode. These events are also known 
to prolong the rainfall season of SON sometimes ex-
tending it to January. An example is the heavy rains of 
2019 that resulted into flooding and landslides in var-
ious parts of the country. The rains started late Octo-
ber and persisted till mid-January 2020 in most parts 
of the country (ReliefWeb, 2020). This usually leads 
to destruction of property, damaged infrastructure, 
poor transport conditions, and increase in food prices. 

Furthermore, the spatiotemporal variability of 
rainfall during SON season was assessed using EOF. 
Figure 3 (a, b, c) shows the spatial component of the 
first three eigen vectors and the corresponding princi-
pal components (d, e, f). The three modes account for 
99.9 % of the entire rainfall variability over the region. 

Independently they explain 67.2%, 21.8% and 10.9% 
of the total variance. EOF 1 exhibits a monopole var-
iability pattern of entirely positive loading over the 
study domain, with more strong loadings over the 
eastern parts of the country, around Lake Victoria, 
and Lake Kyoga region. This could be attributed to ef-
fect of local meso-scale convection thus the modified 
rainfall patterns. The southwest and north-eastern-
parts of the country exhibit the weakest loadings. The 
first EOF 1timeseries (PC1) captures well the observed 
patterns of interannual variability of rainfall during 
SON season as demonstrated in Figure 2. Anomalous 
events with wet patterns(>1) include 2001, 2011, 2015 
and 2019. On the other hand, years characterized with 
dry patterns (<1) include 1993, 2005, 2009 and 2018.
EOF 2 and EOF 3 display a dipole pattern. EOF 2 ex-
hibits positive loading towards the eastern part and 
negative loading to the west. However, EOF 3 shows 
positive loading to the north and negative loading to 
the south of the study region.The timeseries of the sec-
ond and third modes (PC 2 and PC 3) do to not cap-
ture well the observed rainfall patterns over Uganda.
Thus, this study used PC 1 of the first and dominant 
mode for identifying wet and dry years with stand-
ardized anomaly of +/-1 respectively. The identified 
years are then utilized in composite analysis to in-
vestigate the possible circulations associated with the 
anomalous events. Table 1 shows wet and dry years 
from PC1.These results agree with previous studies by 
Ogwang et al. (2012,2016) conducted over Uganda for 
the period 1962-2007, 1901 – 2013 respectively. How-
ever, some differences are exhibited in these studies 
in the percentage variance explained by the dominant 
modes of the EOFS. One study that utilized ground 
station datasets depicted low percentage (24%) by the 
EOF compared to the other that employed gridded 
datasets from the Climatic Research Unit (CRU). This 
could be attributed to the uneven distribution of sta-
tion over the study domain. There is also controversy 
in the years between revealed as wet and dry years in 
the recent study and previous studies (Ogwang et al., 
2012; Ogwang et al., 2014; Ogwang et al., 2016). The 
results reveal that some the years reported in previ-
ous studies as El-Nino and La-Nina years were not re-
corded as extremely anomalous years. This could be 
attributed to the differences in season as some studies 
focused on October to November rainfall season and 
also probably inability of gridded datasets to accu-
rately reproduced interannual variability of observed 
rainfall over the region. 

Circulations associated with wet and dry years
Circulation characteristics are important in depic-
tingthe dynamical factorsassociated with the ob-
served weather eventsfor predicting future weather 

Figure 2. Standardized anomalies of mean SON rainfall 
(mm/month) over Uganda during 1981-2019 based on 

CHIRPS datasets averaged along longitudes  
29.2oE–35.5oE and latitudes 1.5oS–4.5oN
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Figure 3. EOF distribution of the first three dominant modes (a, b, c) and Principal components (d, e, f) of SON rainfall over 
Uganda during 1981-2019 based on CHIRPS data. The first mode represented 67.2 % of the SON rainfall over the region
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patterns. This study analyzed mean sea level pressure, 
wind, moisture flux, vertical velocity and velocity po-
tential.

Pressure systems,wind and moisture flux
Figure (4a, b, c) shows mean sea level pressure anom-
alies during wet, dry and wet-dry years. During wet 
years (Fig. 4a, c), the Arabian high-pressure system 
strengthens and is situated over Sudan. The Mas-
carene High over the south Indian Ocean on the other 
hand weakens. This positions the rain band over the 
study region, and is accompanied by north westerlies 
and westerlies from Congo and easterlies from the In-
dian Ocean (Fig. 5a, e). In contrary during dry years 
(Fig. 4b), the Arabian high weakens and the Mas-
carene High intensified. The ridging is extended over 
some parts of East Africa and thus moving the loci of 
cloud clusters associated with westward propagating 
tropical wave disturbances above the region. This re-
sults to weak westerlies towards the study region. As 
noted by previous studies including Mutai et al. (2012) 
and Defzuli and Nicholson., (2013), strong wester-
lies are favored by a steep eastward pressure gradient 
and abnormally weak trade winds in theSouth Indi-
an Ocean.

Figure (5a, b,c,d,e,f) shows wind anomalies during 
wet, dry, and wet-dry years at 850 hPa and 200 hPa.
At the lower level (850 hPa), wind is generally weak 
and strong at higher level (200 hPa). During wet years, 
moist westerlies from Congo are observed in conjunc-
tion with easterlies from the Indian Ocean. This is 
accompanied by strong easterlies at upper level.The 
winds blowing from the Congo forest in DRC are gen-
erally warm and moist with high speed, and thus they 
likely contribute to the observed above-normal rain-
fall during wet years. The flow converges at lower lev-

Table 1. EOF 1 for wet and dry years based on PC 1 for SON rainfall over Uganda between 1981–2019 wherez represents 
standardized anomaly.

Season Grades years Condition: Anomaly (z) Occurrence (%)

SON Above normal rainfall (wet) 2001, 2011, 2015, 2019 z> 1 10.3

Below normal rainfall (dry) 1993, 2005, 2009, 2018 z< 1 10.3

Normal rainfall 1981, 1982, 1983, 1984, 1985, 1986, 1987, 
1988, 1989, 1990, 1991, 1992, 1994, 1995, 
1996, 1997, 1998, 1999, 2000, 2002, 
2003, 2004, 2008, 2007, 2008, 2010, 
2012, 2013, 2014, 2016, 2017

1 <z> 1 79.4

Figure 4. Mean sea level pressure anomalies (hPa) 
during (a) wet years, (b) dry years and (c), Wet-Dry years 
based on NCEP reanalysis datasets over Uganda for the 
period 1981-2019. The shaded area is significant at 0.1 

significance level

Figure 5. composites of wind anomalies (m/s) at 850hPa 
(a) and 200 (c) for wet years,850hPa (b) and 200 hPa (d) 
for dry years and, 850hPa(d) and 200hPa (e) of wet-dry 

years for SON rainfall season over Uganda based on 
CHIRPS and ERA5 data for the period 1981-2019. The 

shaded area is significant at 0.1 significance level



Hamida Ngoma, Wang Wen, Brian Ayugi, 
Rizwan Karim, Exavery Kisesa Makula

17Geographica Pannonica • Volume 25, Issue 1, 10–23 (March 2021)

els and diverges at higher levels, thus wet years are 
marked by rising motion to the western part of the In-
dian Ocean and the study area.In contrary, dry years 
are characterized by weak westerlies and south easter-
lies from the Indian ocean without convergence at low 
level. The southeasterlies originating from the Indian 
Ocean weakens considerably when passing the Ken-
ya and Tanzania highland before entering in Ugan-
da. At upper level, strong westerlies are observed with 
convergence over the Indian ocean. This reduces wa-
ter vapor transportation and lowers convection.

Composites of mean moisture flux for wet and dry 
years is shown in Figure 6. The results reveal that 
there is more positive anomaly (moisture conver-
gence) and convergent winds during wet years than 
dry years (Fig.6a). Having sufficient moisture cou-
pled with low-level convergence over the study area 
results to ascending motion and enhanced convec-
tion which later favours anomalous rainfall (anoma-
lous wet condition). During the dry years, the anom-
alous moisture divergence (negative anomalies) at 
the lower leveldominates in the region (Fig.6b). With 
low-level divergence and inadequate influx of low-
level moisture over the study area, convection is sup-
pressed leading to less rainfall and dry condition. 
However, moisture divergence is depicted in some 
parts of the country in the north and around lake re-
gions during both wet and dry years. This is attribut-
ed to mesoscale effect of orography and convection 
from the water bodies.

Vertical velocity and velocity potential
Figure 7 shows composites of vertical velocity anom-
alies averaged at a fixed longitude (32oE) for wet, dry, 
and wet-dry years. Figures (7a, c) reveal that wet years 
are characterized by ascending motion at low lev-
el.This is accompanied by the uplifting airon moun-
tains which favors cloud formationand hence precipi-
tation. However, some descending motion is shownin 
northern areas above 2oN. This could be attributed to 
complex topography which might induce downdrafts 
at low levels (Ogwang et al., 2014). Dry years on the 

other hand are associated with descending motion 
at low levels thus subsidence (Fig. 7b). The northern 
part and areas around the equator are characterized 
by negative(positive) anomalies at low (mid to high) 
levels of the studyarea. This implies that only shallow 
uplift persists over these areas, while the remainingar-
eas experienced subsidence motion and less rainfall.

Figure 8 represents velocity potential anomalies 
during wet, dry, and wet-dry years. The results reveal 
that wet years are characterized by positive velocity 
potential anomalies and convergence at low level over 
the western Indian ocean and East Africa (Fig.8a). 
This is accompanied by negative velocity potential and 
wind divergence at higher levels (Fig.8c), which repo-
sition the ascending limb of the Walker Circulation. 
This is completed by the descending limb in the east-
ern part of the Indian Ocean. Dry years are contrari-
ly associated with negative values and a high centre of 
divergence over East Africa at low level (Fig.8b). This 
is accompanied by convergence at upper level (Fig.8d) 
and thus a descending limb of the Walker circulation. 
These results are in agreement with previous studies 
conducted including Ogwang et al. (2012), Nichol-
son et al. (2017), Ayugi et al. (2018) and Limbu &Tan 
(2019).

Correlation of rainfall with SST
Simple correlation analysis was done to establish 
the relationship between SON rainfall over Ugan-
da and sea surface temperature. The results reveal 
that SON rainfall and SST over the western Indian 
Ocean (WIO) tend to positively correlate (Fig. 9a). 
This is further depicted by temporal correlation be-
tween the two variables where a correlation coeffi-

Figure 6. Moisture flux convergence (10-5 g kg-1 s-1) at 850 
hPawhere positive values representpositive moisture flux 

convergence during wet years (a) and dry years (b)

Figure 7. Vertical velocity (omega) anomalies during (a) 
wet years, (b) dry years and (c) wet-dry years at fixed 

longitude[32°E]. Negative (positive)values indicate 
upward (downward) motion. Contour intervalis 0.01 and 

units are in Pas−1.The shaded area is significantat 0.1 
significance level
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cient of 0.37significant at 0.05 significance level is 
shown (Fig. 9b).The positive anomaly inthe western 
part of the Indian Ocean enhances convectiveactiv-
ity and rising motion from the lower level, which-
facilitates the moisture transport to the study area 
andhence results in precipitation. However, negative 
correlation is displayed with SST across the Atlantic 
Ocean (AO) (Fig. 9c, d). Weak positive correlation is 
only depicted by small parts of the Atlantic Ocean. 
These results are in agreement with previous studies 
including Saji et al. (1999) and Ngarukiyimana et al. 
(2017) over East Africa. However, a stronger positive 
correlation with Indian Ocean SST is revealed by the 
present study compared to the findings of Ngarukiy-
imana et al. (2017) which correlated SST with MAM 
rainfall. Cross correlation was performed for rain-
fall and SST temperature over Indian and Atlantic 
Ocean (Figure 10a &b). The results reveal that there 

is a strong correlation between rainfall and SST 
over WIO and AT when warm SST anomalies lags 
6 months i.e during the previous MAM season and 
when warm SST anomalies leads 3 months. A strong-
er and more pronounced correlation is shown when 
the rainfall season is extended i.e October to Decem-
ber instead of SON (Figure 10 c&d). In addition, the 
standard deviation of the wet and dry years in the 
study period is exhibited 1997 which was a strong 
El-Nino year captured well. These results thus reveal 
that anomalous SST over IO and AO during SON 
impact the SON seasonal rainfall by extending the 
rains to December and the following months which 
(December to February) which is normally a dry sea-
son over Uganda. 

Figure 8. Composite of velocity potential 
anomalies(contours in 106m2s-1) and divergent 

winds(vectors in ms-1) at 850 hPa (a, b) for wet and 
dry years, 200 hPa (b, c) for wet and dry years and 850 
hPa (e) and 200 hPa (f) for wet-dry years over Uganda 

during 1981–2019. The shaded regions are significant at 
0.1significance level

Figure 9. Correlation between standardized SON rainfall 
anomalies averaged over Uganda and Indian Ocean 
sea surface temperatures (a, b) and Atlantic Ocean 

sea surface temperatures (c, d) from 1981–2019. The 
temporal correlation was obtained by correlating SST 

over Indian and Atlantic Ocean and SON rainfall averaged 
over Uganda between longitudes 29oE-36oE and latitude 
1.5oS – 4.5oN. The dotted regions are significant at 0.05 

significance level

Figure 10. Cross correlation of mean rainfall and sea 
surface temperature averaged over Uganda for Indian(a) 
and Atlantic(b) Ocean, and correlation of OND rainfall 
(one month lead) and SST of Indian (c) and Atlantic (d) 

ocean during 1981-2019
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Correlation of SOI, DMI and SON rainfall
Southern Oscillation Index (SOI) is based on pres-
sure differences between Tahiti and Darwin. It gives 
the intensity of El Niño and La Niña events over 
the Pacific Ocean. Results show that there is nega-
tive correlation of SON rainfall and SOI over most 
parts of Uganda. Positive correlation is depicted by 
small areas in the west and northern parts of the 
country (Fig. 10a). Temporal linear correlation coef-
ficient of -0.13 insignificant at 0.05 significance lev-
elis displayed for SON rainfall averaged over Ugan-
daand SOI. However, stronger positive correlation 
is revealed with DMI (Fig. 10c). Most areas in the 
central and southern parts correlate positively with 
the DMI. The northern and southern parts of the 
country exhibit varying patterns with negative cor-
relation. These results are in accordance with a pre-
vious study by Phillips and McIntyre (2000) which 
reported that ENSO affects the southern parts of the 
country differently from the northern areas. Over-
all, SON rainfall averaged over Uganda exbibits pos-
itive correlation with DMI (0.33), significant at 0.05 
significance level and negative correlation with SOI 
(-0.13) insignificant at 0.05 significance level. These 
findings are in line with previous studies conduct-
ed over East Africa (Saji et al., 1999; Ogwang et al., 
2014; Ngarukiyimana et al., 2017). Figure 12 (a&b) 
represents lead-lag correlation between rainfall and 
SOI (a), DMI (b) during SON for the period 1981-
2019. Correlation with SOI oscillates throughout the 
months and strong negative correlation is revealed 
when SOI leads by 2 and 6 months. A stronger and 
significant negative correlation (-0.36) at 0.05 signif-
icance level is also shown for OND rainfall and SON 
SOI. A strong correlation is shown when DMI lags 
4-3 months than rainfall i.e previous MAM season 
and leads by 6 months (Figure 12b). Results also re-
veal correlation of 0.49 between DMI during SON 
and OND rainfall (Figure 12d). However, this cor-
relation is weaker than that found by Ogwang et al. 
(2015) of 0.6 over East Africa. The weak correlation 
of rainfall and SOI could be attributed to the lag of 
warming in the central and Pacific Ocean compared 
to the western pacific. Latif and Barnet (1995), indi-
cated that during the warm (cold) events in the trop-
ical Pacific, the tropical Indian Ocean was anoma-
lously warm (cold) while the tropical Atlantic was 
cold (warm). Black et al. (2003) postulate that ENSO 
predisposes the Indian Ocean coupled system to an 
Indian Ocean Zonal Mode (IOZM) event and con-
clude that only the large events (those that reduce 

the Indian Ocean SST gradient) can produce ex-
treme rainfall. These results are in agreement with 
a previous study (Mafuru & Guirong, 2020), which 
found that there is a lag in ENSO events and the up-
per warm temperature anomalies responsible for in-
ducing rainfall over East Africa.

Figure 11. Correlation between SON rainfall anomalies 
over Uganda and SOI (a, b) and correlation between SON 
rainfall anomalies averaged over Uganda and DMI (c, d) 

during 1981–2019. The dotted areas are significant at 0.01 
significance level

Figure 12. Cross correlation of SST and mean rainfall 
during SON averaged over Uganda for Indian(a) and 

Atlantic(b) Ocean, and correlation of OND rainfall (one 
month lead) and SST of Indian (c) and Atlantic (d) ocean 

during 1981-2019
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Discussion

With the high spatiotemporal variability of short rains 
of September to November over Uganda, this study 
revisited the mechanisms associated with the anom-
alous events of rainfall during the SON rainfall. EOF 
analysis revealed equal number of wet and dry years. 
Wet (dry) years were depicted during 2001, 2011, 2015 
and 2019 (1993, 2005, 2009, 2018). 

The results demonstrated that the SON rains are 
mostly influenced by a Walker circulation over the 
Indian Ocean. Wet (dry) years are associated with an 
ascending (descending) limb over the western Indi-
an Ocean. This is characterized by the weakening of 
the Mascarene High and strengthening of the Arabi-
an High over North Africa. This allows in westerly flow 
from the Congo basin and this converges with easter-
lies from the Indian Ocean at low level. This conver-
gence is accompanied by divergence at upper level. In-
dian Ocean SST exhibited positive correlation whereas 
Atlantic Ocean SST revealed negative correlation with 

SON rainfall over the region. This implies that fluctu-
ations in SST over the Indian Ocean have a great influ-
ence on SON rainfall over Uganda. In addition, SON 
rainfall displayed positive (negative) correlation with 
DMI (SOI). This agrees with past studies which report-
ed that IOD has more influence on the interannual var-
iability of SON rainfall over Uganda.The results further 
show that there is a lag in ENSO events and anomalous 
wet and dry events of rainfall over the region.

The results of this study are in contribution to the 
understanding of the dynamic and thermodynam-
ics factors responsible for varying patterns of rain-
fall over Uganda in the recent decades.We recom-
mend an in-depth study about the influence of ENSO 
on rainfall over Uganda as this study could not bring 
out deeper analysis. This would help in monitoring of 
these phenomenon and in generating seasonal fore-
casts to various sectors like agriculture, fishing, disas-
ter management.

Summary and conclusion

Rainfall is the key weather parameter over Ugan-
da. Anomalous events affect the country’s economy 
that largely depends on rainfed agriculture. Precipi-
tation over most parts of the country is bimodal with 
long rains received during MAM and short rains dur-
ing SON. However, high interannual variability has 
been witnessed in the short rains which has prompt-
ed some farmers to shift the main growing season to 
this period due to its increased frequency and some-
times duration.

Various mechanisms have been attributed to the 
varying patterns of the SON rains. This study there-
fore investigated the circulations and teleconnection 
mechanisms associated with anomalous events of SON 
rainfall during the recent decades. The results revealed 
that a walker circulation over the Indian Ocean influ-
ences rainfall during this season. Wet years are charac-
terized by the weakening of the Mascarene High, strong 
westerlies from the Congo basin at a low level and di-

vergence of strong easterlies at the upper level. Indian 
Ocean SST also have a big influence on SON rainfall 
over the region compared to Atlantic Ocean SST. In ad-
dition, there exists a strong positive correlation of SON 
rainfall with the DMI. DMI has more effect on rainfall 
over the region than the SOI. Previous studies have also 
reported the same finding that ENSO or Pacific Ocean 
has little contribution to the variability of SON rain-
fall (Omondi et al., 2013; Liebman et al., 2014; Ngaru-
kiyimana et al., 2017). However, a strong relationship is 
revealed when there is lag in the ENSO events.ENSO 
and IOD tend to extend the rainfall season of SON and 
thus study of extreme events may not be well captured 
by studies focusing on SON. Future studies might need 
to consider the season of October to December or De-
cember to February. Thus, close monitoring of Indian 
Ocean SST, wind patterns and the pressure systems; 
Mascarene High and Arabian Highis crucial in the up-
dating of seasonal forecasts.
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Abstract

Convectively coupled equatorial Kelvin waves (CCEKWs) are those types of equatorially trapped distur-
bances that propagate eastward and are among the most commonintra-seasonal oscillations in the trop-
ics. There existstwo-way feedback between the inter-tropical convergence zone (ITCZ) and these equa-
torially trapped disturbances. Outgoing Longwave Radiation (OLR) was utilized as a proxy for deep 
convection. For CCEKWs, the modes are located over the West Atlantic, equatorial West Africa, and the 
Indian Ocean. The influence of other circulations and climate dynamics is studied for finding other driv-
ers of climate within East Africa. The results show a positive relationship between Indian and Atlantic 
Oceans Sea Surface Temperatures and March-May rainfall over equatorial East Africa over the period of 
1980 to 2010. This influence is driven by the Walker circulation and anomalous moisture influx enhanced 
by winds. Composite analysis reveals strong lower-tropospheric westerlies during the active phase of the 
CCKWs activities over Equatorial East Africa. The winds are in the opposite direction with the upper-tropo-
spheric winds, which are easterlies. Singular Value Decomposition shows a strong coupling interaction be-
tween rainfall over equatorial East Africa and CCKWs. This study concludes that Kelvin waves are not the 
main factors that influence rainfall during the rainy season. Previous studies show that the main influenc-
ing factors are ITCZ, El-Nino Southern Oscillation (ENSO), and tropical anticyclones that borders the Afri-
can continent. However, CCKWs are a significant factor during the dry seasons.

Keywords: Convectively Coupled Equatorial Kelvin Waves; Inter-Tropical Convergence Zone; Singular 
Value Decomposition; East Africa; Precipitation

Influence of Convectively Coupled Equatorial 
Kelvin Waves on March-May  
Precipitation over East Africa

Introduction

The importance of rainfall over East Africa cannot be 
underscored. Unfortunately, the rain exhibits high 
spatial andtemporal variability. Most of the recent 
studies in the region (Cattani et al., 2018; Ongoma & 
Chen, 2017) have focused on the past and future varia-
bility of rainfall, giving very little attention to the fac-

tors that modulate the rainfall. Pohl and Camberlin 
(2006a; 2006b) had reported a more significant effect 
of ISOs influence on the long rains. Pohl and Camber-
lin (2006b) described Phases 2 and 3 from the Wheel-
er-Hendon index, when the convective core is over, us-
ing the Intra-Seasonal Oscillations phases established 
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by Wheeler and Hendon (2004). Enhanced precipita-
tion over the East African mountains has been associ-
ated to Africa and the Indian Ocean.

Convectively coupled Kelvin Waves (CCKWs) are 
high-frequency intra-seasonal oscillations that ex-
tend eastward. They are perhaps among the most crit-
ical modes of variability that modulate rainfall in the 
tropics. They occur along with tropical cyclones and 
a much broader and smaller Madden – Julian oscilla-
tion (MJO) frequency. The movement of heat, humid-
ity, and momentum varies greatly from within and 
outside the Intertropical Convergence Zone (ITCZ) 
due to enhanced convection and rainfall, which also 
affect circulation inside the tropics.

An analysis by Matsuno (1966) documented the 
near the equator confinement of wider-scale wavelike 
fluctuations by developing a complete collection of 
linear wave-mode approaches for shallow water equa-
tions upon this equatorial β-plane. Explicitly, this 
principle of tropical waves starts with the distinction 
of simple equations, linearized about a primitive state 
without a vertical shear, which regulates small move-
ments in a three-dimensional stratum atmosphere on 
an equatorial β-plane, the ‘vertical structure’ formu-
la and the ‘shallow water’ equations (LINDZEN, 1967; 
Matsuno, 1966).

The zonally (and vertically) propagating, equatori-
ally trapped solutions of the shallow water equations 
are the equatorial wave modes defined by four pa-
rameters: number of the meridional mode, frequency, 
planetary zonal wavenumber, and ‘equivalent depth 
of the’ shallow ‘fluid layer.The relative depth is con-
nected to the velocity of the internal gravity wave as 
a segregation parameter that determines the vertical 
equation of the structure and the equations of shallow 
water. Thus, it is also linked to the vertical wavelength 

of free (dry) waves and the transverse progression by 
the equatorial Rossby radius relationship.

The hypothetical dissipation relationship will com-
pletely characterize and specify the wave provided by 
the southern mode number and wave category. Trop-
ical waves are generally assumed to be forced by, and 
those regulating the natural convection are internal 
modes with structural elements similar to waves.

These waves produce the highest amplitude sig-
nals in outgoing longwave radiation (OLR) data near 
the equator (Roundy, 2008; Straub & Kiladis, 2002; 
M. Wheeler & Kiladis, 1999). MacRitchie & Roundy 
(2012) showed that approximately 62 percent of the 
precipitation occurring in the negative OLR anoma-
lies of the MJO between 10oN and 10oS over the Indo-
Pacific warm pool areas occurs within the negative 
OLR anomalies of the Kelvin wave band.The result 
is nearly twice the average precipitation rate per unit 
area out of Kelvin waves, which is within the active 
MJO.

The skill of rainfall prediction over the Equatorial 
East African region falls below expectations most of 
the time. There is a need for further studies to under-
stand the underlying physical systems that influence 
ITCZ displacement and, consequently, rainfall. The 
north-south oscillation of the ITCZ mainly affects the 
rainfall seasonality over the region. Thus, a discussion 
about rains over the area is incomplete without men-
tioning the ITCZ position in a given time. The main 
aim of this study was to determine the role of convec-
tively coupled equatorial Kelvin waves and other cir-
culation features on the precipitation over the Equa-
torial East African region. The results of the study 
aim to improve the on the accuracy of seasonal rain-
fall predictions which is very important for water re-
source management and agricultural productivity.

Data and Methods

Study Area
The study area was Equatorial African region locat-
ed within the grid boxes 25°E-45°E and 5°S-5°N. Al-
though the region of interest is Equatorial East Africa, 
wave propagation is examined from as far as Atlantic 
Ocean through Equatorial West/East Africa to the In-
dian Ocean (60°W to 120°E) to account for the poten-
tial wavelength of eastward propagating waves.

East Africa seasonal rainfall pattern is composed of 
two distinct seasons locally known as the long rains, 
occurring from March to May (MAM) with peak in 
April, and the short rains, taking place from Octo-
ber to December (OND) with peak in November as 
shown in figure.1c. While the long rains are associ-
ated with the relatively slow northward movement of 

the ITCZ, the short rains are related to a more rapid 
southward migration of this phenomenon (Walker et 
al., 2020). Thus, comparing precipitation events dur-
ing the long rains season tend to be less variable, heav-
ier, and longer in duration, with less interannual vari-
ability, and are more likely to be associated with local 
factors (Mutai & Ward, 2000).

Data
The National Centers for Environmental Prediction 
(NCEP) and the National Center for Atmospheric Re-
search (NCAR) have carried out a re-analyzed data 
project based on the Medium Range Forecast (MRF) 
model (Kalnay et al., 1996). This database is a re-anal-
ysis of the global observation network of weather pa-
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rameters (wind, temperature, geo-potential height, 
pressure level humidity, surface area). The data runs 

from 1948 to the present. It is reported on a 2.5° x 2.5° 
grid every six h (00.00, 06.00, 12.00, and 18.00 UTC), 
on 17 pressure levels from 1000 to 10 hPa, which are 
adequate resolutions for studying synoptic weather 
systems (Kalnay et al., 1996).

Outgoing Longwave Radiation (OLR) originates 
from the Environment Diagnostics Center (CDC). 
Data is typically collected twice daily from the Nation-
al Oceanic and Atmospheric Administration (NOAA) 
polar-orbiting satellite (Gruber & Krueger, 1984) and 
computed to daily values by Liebmann &Smith (1996).
ERA daily data involves the wind zone measured 4 
times daily at 0000, 0600, 1200 and 1800 GMT. The 
data has a spatial resolutionof 2.5° x 2.5° and, which 
covers the period 1980 to 2010.

Tropical Rainfall Measuring Mission (TRMM) data 
has been used as a proxy for position and strength of 
ITCZ as rainfall is more closely related to convection. 
This data set spans from 1998 to the present on 3-hour 
0.25° latitudinal-longitude grid systems but has also 
been weighted for 6-hour 1° latitude-longitude mesh-
es to increase statistical efficiency.TRMM precipi-
tation dataset hasbeen applied by (Cho et al. 2004) 
to capture equatorial waves. TRMM product 3B42 
(Huffman et al., 1997) is used in this study.

The Global Precipitation Climatology Project 
(GPCP) offers a reliable monthly estimate of global 
precipitation from the combination of different land 
and ocean satellite data sets and an overland gauge as-
sessment (Adler et al., 2018). Data from rain sensor lo-
cations, satellites and sounding measurements have 
been combined to measure monthly rainfall on the 
global 2.5° grid from 1979 to date.A detailed overview 
of the precipitation available to date across the glob-
al oceans provides an accurate integration of satellite-
based rainfall estimates. It adds to the study of rainfall 
over land the required spatial information. Estimates 
of uncertainties in the rainfall analysis are provided 
as part of the GPCP items, in addition to the combi-
nation of these data sets.

Methods

Wavenumber-frequency Filtering  
and Wave power Spectral Analysis
The approach used in the first phase of this research 
is space-time spectrum analysis. This methodolo-
gy is especially useful for the investigation of zonal-
ly moving waves as it decays a data field based on time 
and longitude into wavenumber and frequency ele-
ments for east and westward propagating waves and 
zone-average fluctuations (Hayashi, 1982). Because 
we are concerned about synoptic to intra - seasonal 
time frames, our key findings are centered on spec-

tral amounts which have been determined for sever-
al consecutive overlap (by 60 days) of the 96-day sec-
tions of the multi-year OLR datasets. The findings 
are not responsive to such overlaps. To avoid spectral 
leakage, the first three seasonal cycle harmonics are 
excluded. During tapering, sophisticated fast Fouri-
er Transforms (FFTs) is conducted in the longitude to 
determine the Fourier coefficients for each time and 
latitude. In order to achieve the wavenumber-frequen-
cy range for each latitude, additional FFTs are applied 
in time to these coefficients.

Figure 1. Study area showing the Climatology of March-
May rainfall over Equatorial East Africa. a) MAM rainfall 
distribution in mm/month, b) Percentile distribution of 

rainfall over equatorial East Africa, c) Annual rainfall cycle 
of rainfall over equatorial East Africa in mm/month
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Finally, the OLR power is distributed over all rele-
vant sections of the 31-year period and is again add-
ed for latitudes between 15°S and 15°N. The conse-
quent effective bandwidth is 1/96 cycles per day (cpd) 
in frequency and 1-unit zonal wavenumber. The over-
all number of degrees of freedom (dof), each latitude, 
and each (non-overlapping) 96-day section of the 31-
year period. 

Composite Analysis
Composite assessment includes the detection and 
analysis of one or more sets of variables identified as 
per their relationship with essential conditions. The 
effects of the composites are then used to produce pat-
terns that would hypothesize the phenomenon that 
could be correlated with individual scenarios.

A time series, hereafter called the CCKW index, 
was developed based on a selected grid point over 
equatorial East Africa (0°N, 35°E). The CCKW index 
comprises all days where the minimum negative Kel-
vin-filtered OLR variance were less than -1.5 standard 
deviations as active phase and days where the maxi-
mum positive Kelvin-filtered OLR variance were more 
than +1.5 standard deviations as suppressed phase in 
magnitude during the 1980-2010 MAM seasons. Lags 
were then used on this time series in order to exam-

ine propagating characteristics. Day 0 of the CCKW 
index was taken as the day when the minimum (max-
imum) Kelvin filtered OLR variance moves over the 
selected base point. This would show the evolution of 
precipitation when the various disturbances intensi-
fy/weaken. 

Singular Value Decomposition
Singular value decomposition (SVD) has been widely 
used in meteorology since its first application by Pro-
haska (1976) to study the simultaneous relationships 
between surface air temperature over the United States 
of America and sea level pressure patterns. It requires 
no user-supplied parameters and lacks systematic bias. 
According to Bretherton et al. (1992) and Wallace et al. 
(1992), it is perhaps one of the preferable methods to di-
rectly produce explicit measures of the derived coupled 
patterns between two correlated fields. 

SVD is a fundamental mathematical (matrix) op-
eration that can be taken as an essential extension to 
rectangular matrices of square symmetric matrices’ 
diagonalization. The cross-covariance matrix ‘s sin-
gular value decomposition identifies pairs of spatial 
patterns from two data fields that illustrate as much of 
the mean-squared temporal covariance between the 
two areas as possible.

Results

Raw Background Power Spectral Analysis
In order to investigate the convective variability as-
sociated with equatorial waves, spatial-time pow-
er spectral analysis is conducted. Power is shown in 
the antisymmetric and symmetric OLR components 
in figure.2. The most striking characteristic of these 
spectra in wavenumber and frequency isthe intensi-
ty of the red color. Notable variations can, however, be 
discerned between eastward and westward and sym-
metric and antisymmetric elements. The feature with 
the most power relative to the red background in ei-
ther part or either propagating direction is the CCK-
Ws, occurring mostly at eastward wavenumbers 2 to 
10, and centered at a period of about 2.5-20 days in 
OLRS, and to a lesser extent in OLR Antisymmet-
ric spectrum. At frequencies less than about 0.3 cpd, 
there is a more significant occurrence of CCKWs in 
OLR Symmetric than OLR Anti-symmetric for almost 
all wavenumbers associated with the Kelvin waves.

Despite these general observed spectral features, 
the raw power spectra’s detailed characteristics are 
likely to be obstructed by the spectrum’s redness. For 
this reason, we defined a red background spectrum 
following Wheeler & Kiladis (1999), which we then re-

move from the original ranges, leaving the statistical-
ly significant spectral peaks as earlier explained.

The blue lines show filter bands, while the black 
lines show the dispersion curves of shallow water 
model Kelvin wave solutions at  =5m and 90 = m su-
perimposed on a raw OLR spectrum. The findings 
are similar to those obtained by Wheeler and Kiladis 
(1999).

Figure 2. Wavenumber–frequency power spectrum of 
the symmetricand anti-symmetric componentof OLR 

for 1980-2010, summed from 15ºN to 15ºS, and plotted 
as the ratio of the raw OLR power to the power in a 

smoothed red noise background spectrumduring March-
May, where the signal is significant at greater than the 

95% level
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The distribution of Kelvin filtered OLR variance
The geographical distribution of the variance of Kel-
vin filtered OLR (averaged over 1980-2010 for March-
May (MAM), which is the primary rainfall season over 
East Africa, is shown in figure.3. The overall activity is 
comparable to previous research findings employing 
OLR variance filtered for Kelvin waves (Mekonnen et 
al., 2008; Roundy & Frank, 2004; M. Wheeler et al., 
2000; M. Wheeler & Kiladis, 1999). Over the equatori-
al Indian Ocean, the continent of tropical West Africa, 
and the central equatorial West Atlantic, peak activ-
ity occurs. The behavior of Kelvin waves is also com-
monly observed between 5°S-5°N over the entire trop-
ical central-to-eastern Atlantic Oceans and 5°S-5°N 
to 30°E over West Africa. With the exception of trop-
ical West Africa during the MAM season, the vari-
ance of Kelvin filtered OLR is not symmetrical with 
the equator, consistent with the previous Kelvin wave 
variance (Roundy & Frank, 2004; Straub & Kiladis, 
2002). In MAM, the Kelvin wave is most dominant, 
with its spectral power concentrated, as predicted by 
linear theory, around the equator (Matsuno, 1966). 
Throughout the boreal summer, the Kelvin wave re-
mains active, but its amplitude moves far away from 
the equator of the Northern Hemisphere. This off-
equatorial Kelvin wave maximum is correlated with 
the seasonal ITCZ migration.

Upper Tropospheric Geopotential (100hPa)
The most robust notable feature of CCKWs over the 
Western Hemisphere is their upper-level zonal wind 
signature and geopotential heightin figure.4. The up-
per tropospheric structure of the geopotential field 
shows an upper-level trough at lag0 days, which then 
disappears two days after the passage of the CCKWs. 
At lag-5 days before enacting the CCKWs over east 
Africa, an upper tropospheric ridge is located over the 
East Africa region. The rise seems to be quasi-station-
ary at lag-5 to lag-2 days before shifting eastwards. 

At lag-1 days (not shown), the ridge splits into two 
sections with the left one over South Atlantic Ocean 
and the equatorial Indian Ocean’s right one. At lag+1 
day, the upper-level ridge over the Indian Ocean dis-
appears. Simultaneously, one over the Atlantic Ocean 
does not reach the east African region after the pas-
sage of the active phase of the CCKWs. The trough at 
lag0 days is slightly located to the west of the convec-

tive area. Based on the findings in this section, the up-
per-tropospheric geopotential anomalies that intrude 
from the extra-tropics tend to force the initial convec-
tive anomaly associated with the Kelvin wave. Ven-
trice et al. (2012) obtained similar findings.

At lag0 days when the suppressed phases of CCKW, 
contrasting observations are made with the upper-
level ridge located on the same position as during the 
active phase. Similar polar observations are also made 
on other lag days. 

Upper-level Winds (200hPa)
The complex structure of the CCKWs is defined, as 
shown in figure.5, by upper-level westerlies ahead of 
the CCKW convectively active period and upper-lev-
el easterlies eastward at lag0 days. For the convective-
ly suppressed step of the CCKW, the reverse should 
therefore be right. It should be remembered that the 
CCKW-associated upper-level westerly wind anom-
alies create an atmosphere conducive to the infiltra-
tion of extra-tropical waves into the tropics. This cor-
responds with the results of Ventrice et al. (2012). 

Lower tropospheric Winds (850hPa)
As the vector difference between 850 hPa and 200 
hPa levels, vertical wind shear is described. It is de-
termined by averaging the CCKW index’s set of dates. 
Composite analysis shows that vertical wind shear 
decreases before and after the CCKW’s convective-
ly active period passes over East Africa as anoma-
lous westerly upper-level winds are opposite in flow 
with anomalous lower-level easterlies.The atmosphere 
is moistened by large-scale vertical motions associat-
ed with the convectively active process of the CCKWs. 

Figure 3. Geographical distribution of kelvin filtered OLR 
varianceduring MAM

Figure 4. Lagged composites of the Upper Tropospheric 
Geopotential (100 hPa) in meters on selected days based 

on the CCKW index. The shaded areas show regions 
significant at greater than 95% confidence level
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Figure. 6 indicates the vertical wind shear associated 
with the CCKWs’ active and suppressed process.

Although CCKWs are typically associated with a 
wind structure at a lower level that is generally oppo-
site to the flow of the upper troposphere, as seen in 
Figure.5, the zonal wind, temperature, and humidi-
ty of these waves have strongly tilted vertical struc-
tures (Mekonnen et al., 2008). The phase relationship 
between the structures of low-level and upper-level 
winds varies with the phase speed and zonal size of 
the wave.With the westerly flow at lower speeds, high 
pressure is collocated and low-pressure is collocated 
within the easterly flow. The inverse is true for the up-
per stages. Deep convection warms the mid-to-upper 
layers of the atmosphere and moistens them.

Over the Atlantic Ocean, the lower tropospher-
ic winds are easterlies before the passage of the active 
phase of the CCKWs over East Africa. After the path, the 
winds are predominantly westerlies. The reverse is val-
id for the Indian Ocean basin. The 850-200hPa vertical 
wind shear exhibit the reverse patterns. Figure.6 shows 
the composites of the 850hPa winds on lagged days. 

Vertical motions
Vertical motion tested for at over 90% confidence lev-
el is shown in Figure.7. At lag0 days, there exits ascend-
ing motions below 500-200 hPa thickness in the region 
over East Africa. On the other hand, there is a down-
ward motion on the East Indian Ocean and the western 
Atlantic Ocean, which signifies a reverse walker circu-
lation pattern. Similar patterns are observed at lag-1 
days (not shown) before the passage of the active phase 
of Kelvin wave over East Africa. Of significance to note 

is at lag-5 days. There is a similar motions pattern over 
the Atlantic, east Africa, and the Indian Ocean basin, 
downward motions over East Africa and Indian Ocean 
areas, and upward motion over East Atlantic. 

The vertical motion extends to tropical central Af-
rica at lag-5 days. The circulations associated with ver-
tical movements are in the reverse directions at lag0 
days compared to lag-5 days. This circulation pattern 

Figure 5. Lagged composites of the Upper Tropospheric 
winds (200hPa) in m/s on selected days based on the 
CCKW index. The shadings show areas significant at 
greater than 95% level for easterly or westerly wind 

vectors

Figure 6. Lagged composites of the Lower Tropospheric 
(850hPa) winds (m/s) on the selected days based on 
the CCKW index (vectors). The shadings show areas 
significant at greater than 95% level for easterly or 

westerly wind vectors. Dashed contours represent regions 
with kelvin OLR variance greater than 400

Figure 7. Lagged composites of the vertical cross section 
of the vertical motions (omega) in (Pa/s*100) based on 
selected days of the CCKW index, left-active phase and 
right-suppressed phase. The black streamlines show the 

directions of the rising and sinking motions. The shadings 
show areas of significant vertical motion significant at 

over 80% confidence level
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is similar to the walker circulation, with descending 
and ascending motions over East Africa and the In-
dian Ocean. At lag+5 days there are opposite patterns 
of the vertical movements for the active and the sup-
pressed phases of the CCKW events over the Atlantic 
and the Indian ocean basins with no significant mo-
tions as from lag+5 days.

The convergence of surface easterlies, which estab-
lish themselves in response to the geopotential height 
fields forced from the extra-tropics, is forced by lower 
tropospheric upward motion, as discussed earlier. The 
vertical motion anomalies confirm and spread across 
the depth of the troposphere as the Kelvin wave’s cou-
pled convective and dynamic fields disperse eastward.

Temperature
Figure 8 is a longitude–height cross-section of tem-
perature (contours) with shadings showing regions 
tested for 95% significance. During the active phase 
of the CCKWs at lag0 days, the troposphere is cool-
ing up to 400hPa and warming between 300hPa and 
200hPa, and the tropopause is cold near and is locat-

ed near 100hPa. This temperature profile is consistent 
with past findings (Wheeler and Kiladis 2000) of con-
vectively coupled tropical waves. There is a warming 
of the entire troposphere and a cooling of the tropo-
pause at lag-3 and lag-5 the day before the passing of 
the active period over East Africa.

The low and mid-level alternating heating and cool-
ing observed during the lag0 days indicates that there is a 
tropospheric heat source that involves both deep convec-
tive heating and a second baroclinic heating mode over 
a cooling framework resulting from stratiform precipi-
tation.The higher troposphere is colder and the sections 
of the lower troposphere and tropopause are warmer. 
The temperature response of the atmosphere to the con-
vectively coupled Kelvin wave heating fields tends to be 
very linear, according to Wheeler et al. (2000). At lag+3 
days after the passage of the active CCKW phase over 
East Africa, the troposphere tends to warm due to the la-
tent heat release through convective heating and cooling 
at lag+5 days because of the latent heat dissipated dur-
ing active convection triggered by CCKWs is no longer 
available within the environment.

Contrasting observations are made during the sup-
pressed phase at lag0 days when the CCKW phase is 
over East Africa with cooling observed on the upper 
troposphere at 300-200 hPa levels an

Singular Value Decomposition
The three leading SVD modes of the coupled Kelvin 
Variance and Rainfall variations account for 74.67% 
of the total square covariance as shown in figure 9 and 

Figure 8. Composite of longitude–height section of air 
temperature ( contoured with shadings showing regions 

tested for 95% significance on the selected days based on 
CCKW index, left-active phase and right-suppressed phase

Figure 9. SVD fields of the MAM Kelvin variance. a) SVD1, 
b) SVD2, c) SVD3 joined lines shows area with positive 

spatial covariance, dotted lines show areas with negative 
spatial covariance and the zero contour is marked green
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figure 10. For simplicity, I labeled the spatial patterns 
as SVDk, and the expansion coefficient as svdk, where 
k=1, 2 and 3. 

The square covariance fractions (SCF) explained by 
each mode and the correlation coefficient (r) between the 
expansion coefficients of the two {svdk (Kelvin Variance) 
and svdk (rainfall)} variables are shown in Table 1 as in-
dicators of the coupling strength. The first mode has a 
substantial and extremely significant coupling variation 
of kelvin and rainfall in East Africa. Contrarily the cor-
relation coefficient associated with the coupling of the 
modes increases. Although the least variance is demon-

strated by the third SVD mode, its associated coupling 
coefficient is greater than those of the preceding modes, 
denoting the potential value of the third mode.

The first couple mode that dominates the variabil-
ity between the March-May rainfall and the Kelvin 
variance reveals a positive monopole variability be-
tween kelvin variance over central Atlantic and Equa-
torial West Africa extending to the Indian Ocean ba-
sin, with substantial positive rainfall variability. The 
second couple mode that dominates the variability 
between the March-May rainfall and the kelvin var-
iance reveals a negative monopole variability between 

Table 1. Square Covariance Fractions (SCF) explained by each mode and the correlation coefficient (r)

Squared covariance Fraction Temporal Correlation Kelvin Variance Rainfall Variance

Mode 1 37.76 0.54 22.64 21.01

Mode 2 28.79 0.55 16.61 21.04

Mode 3 8.72 0.77 7.40 7.46

Figure 10. SVD fields of the MAM rainfall (mm/month) 
over equatorial East Africa. a) SVD1, b) SVD2, c) SVD3.

Red shading shows areas with positive spatial covariance 
and green shading shows areas with negative spatial 

covariance

Figure 11. SVD temporal correlation between MAM Kelvin 
variance (black) and MAM rainfall (mm/month) over 

equatorial East Africa (dotted-red). (a) SVD1, (b) SVD2, (c) 
SVD3
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Kelvin variance over central Atlantic and Equatorial 
West Africa extending to the Indian Ocean basin and 
reduced positive variability of rainfall. The temporal 

amplitude of rains and the Kelvin variance correlate 
very well (>0.5), indicating the relationship’s coupled 
nature as shown in figure 11.

Conclusion and Recommendations

This work has focused on studying the dynamical var-
iability in the entire troposphere up to the tropopause. 
Understanding the variability of this atmospheric layer 
on different temporal scales is very important before an-
swering questions such as “Are there any eastward prop-
agating disturbances from the Western Atlantic towards 
the African region?” or “Does NAO and Atlantic/Indian 
Ocean SSTs exert have any influence on rainfall over the 
Equatorial East African region?” can be answered. 

A physical understanding of the environmental 
conditions that cause variability in the intra-seasonal 
oscillation in the tropics both vertically and horizon-
tally can improve the accuracy of predictions of high-
frequency rainfall over equatorial East Africa. These 
questions have been considered using the NOAA in-
terpolated OLR and NOAA DOE datasets. 

Over the equatorial Indian Ocean, the tropical con-
tinent of West Africa, and the central equatorial West 
Atlantic, peak CCKW activity occurs. The activity of 
Kelvin waves is also generally observed between 5°S-
5°N over the entire tropical central-to-eastern Atlan-
tic Oceans and between 5°S-5°N and 30°E over West 
Africa. Compared to other seasons, the CCWKs in 
MAM are stronger than in Equatorial East Africa.

SST warming near the equator Atlantic implies a 
conducive background scenario for the propagation 
of convectively coupled Kelvin waves. Increased SSTs 
in the Gulf of Guinea often lead in a weakened tem-
perature gradient between the surface of the land and 
the sea, a characteristic of a weaker monsoon and de-
creased rainfall over tropical Africa, as shown in pre-
vious studies (Ward, 1998). The origin of the CCKWs 
over tropical Africa is also thought to be on the West 
tropical Atlantic, as proven by the correlation between 
Kelvin filtered OLR variance and SSTs. In agreement 
with Mekonnen et al. (2008), both the Atlantic and In-
dian Oceans have a positive correlation coefficient de-
picting a strong coupling between the indices and the 
rainfall over tropical east Africa.

The upper tropospheric and the lower tropospher-
ic wind fields showed an opposite flow pattern with 
an upper-level trough seen on the day when the active 
phase of the CCKW is located over east Africa. This 
can be attributed to the strong easterly wind shear as 
observed in the active phase scenarios. CCKWs can 
also act as a triggering mechanism by enhancing con-
ditions favorable for convection as it passes over a re-
gion.
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Abstract

The main goal of the study is the assessment of modern bioclimatic conditions (1966-2015) for de-
termining the level of comfort in large Russian cities based on the observations at the meteorologi-
cal stations, including Physiological Equivalent Temperature (PET) for the main extent of thermal com-
fort. According to the distribution of thermal stress events (calculated for meteorological fix hours, 8 
times per day) the authors created the comfort diagram for each city during daytime heat wave peri-
od and evaluated their comfort conditions. In the current research we are operating with WMO climatic 
data for eleven biggest cities of the Russian Federation: from the European part (Moscow, Saint-Peters-
burg, Ekaterinburg, Voronezh, Volgograd, Kazan, Nizhny Novgorod, Perm, Ufa) and from Siberia (Omsk 
and Krasnoyarsk). The most interesting result of the comparison of the long-period (50 years) urban 
trends (PET-index and Air Temperature) in different parts of Russia is its extraordinary cross-shaped 
form in Moscow (in other cities the trends lines are practically parallel to each other). It means that at 
the level of the average annual values, only in Moscow the PET index (and, hence, potentially the ther-
mal stress) grows faster than the regional climate warms. In other cities this tendency is much weak-
er (N.Novgorod) or not significant. This interesting tendency is caused by both Moscow related urban 
planning dynamics in post-USSR period and by regional climate dynamics.

Keywords: Physiological Equivalent Temperature (PET); regional urban climate; urban thermal comfort 

Summer Thermal Comfort in Russian Big Cities 
(1966-2015)

Introduction

In recent times, the urban climate studies have inev-
itably shifted the emphasis towards the problems of 
sustainable development of (mega)cities. Such con-
cept is closely connected with the studies of the hu-
man comfort in large cities in Europe and Asia. It is a 
rational approach to the resettlement and peaceful co-
existence of a large number of people within the con-
fines of a small territory (villages, cities, metropolises, 
etc.). From this point of view, the cities of the Russian 
Federation are an ideal monitoring platform, since the 
concept process of their development has just started. 
At the same time, it should be taken into account that 
the Russian Federation is a highly urbanized coun-

try (Kolosov & Nefedova, 2014), and this process has 
been connected to internal migration of the popula-
tion since the 1970s.

Rapid urbanization in Russian Federation led to 
cities growth and its economic advance. Alongside 
this population of big cities (>1 000 000 inhabitants) is 
quite vulnerable to heat wave events due to intensive 
urban heat island event (Kislov & Konstantinov, 2011). 
In July and August 2010 in the biggest city in Rus-
sia – Moscow, where more than 11 million people live, 
the longest and the strongest heat wave as well as the 
warmest day (29th of July 2010) were recorded since 
the meteorological observations in Russia (Konstan-
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tinov et al., 2014). There were close to 11 000 excess 
deaths from non-accidental causes (predominant-
ly temperature and air pollution) during this period, 
mainly among people older than 65 years. Increased 
risks (Zemtsov et al., 2020) also occurred in younger 
age groups (Shaposhnikov et al., 2014). Thus, the main 
goal of the study is the assessment of modern biocli-
matic conditions (1966-2015) for determining the lev-
el of comfort in large Russian cities based on the ob-
servations at meteorological stations. 

Also, the variety of natural and climatic conditions 
in the Russian Federation allows to study the biocli-
matic characteristics of the large cities (there are 15 
cities with more than 1 million inhabitants in Rus-
sia) in various subtypes of the temperate zone (from 
marine to ultracontinental). The similar conditions of 
planning efforts in these big cities create a uniform 

background of administrative influence on the part of 
the government. This allows to identify in which geo-
graphical regions the traditional type of city manage-
ment is more successful from a bioclimatic point of 
view. In other words, in which regions conditions of 
thermal comfort in cities is a successor of air temper-
ature trends and in which not. 

Of course, within the framework of this study, we 
accept the hypothesis that changes in the trends 
of thermal comfort in Russian cities are associat-
ed with both the change in the regional climate and 
with the change of land-use properties in the urban 
environment. However, since the natural factor acts 
with approximately the same strength, noticeable dif-
ferences in trends (if they are detected) can be generat-
ed by the influence of the urban microclimate, which 
is indirectly related to urban development strategies. 

Materials and Methods 

This study is based on the characterization of the cli-
matic trends of human thermal comfort and its as-
sessment during heat wave periods. From the stand-
point of human health heat wave is a period of time in 
which an excessive stress of thermoregulation of the 
body is accessed, as well as an increased risk of mor-
bidity and mortality, especially from respiratory and 
cardiovascular diseases (Robinson, 2001; Arsenović et 
al., 2019; Urban et al 2019).

There are many approaches to the definition of heat 
waves. For this study the most convenient criteria de-
veloped by the World Meteorological Organization 
(WMO) was chosen. According to it, the heat wave is 
the excess of the maximum temperature for five con-
secutive days or more at 5°C from the average max-
imum value for the base period from 1961 to 1990 
(Frich et al., 2002) 

In this study we choose Physiological Equivalent 
Temperature (PET) for the main extent of thermal 
comfort. “Equivalent-physiological temperature for 
a given place” is the air temperature at which for or-
dinary room conditions the heat balance of the hu-
man body remains unchanged with the internal body 
temperature and skin temperature for a given situa-
tion (Hoppe, 1999) This, however, does not mean that 
this index can not be applied to the open spaces. On 
the contrary, it helps a person to compare sensations 
he/she has in the open air with the room conditions 
that are familiar to him – some evaluations for Rus-
sian Federation were described in paper (Shartova et 
al., 2018). 

The basis for the study was the analysis of standar-
tized data from the regular Roshydromet (Russian 
WMO meteorological network) over a 50-year period 

from 1966 to 2015. This was due to the fact that the 
best quality data of instrumental observations were 
available during this period. Russia’s cities with pop-
ulation of 1 million were chosen as the objects of the 
research. 

In current research we are operating with WMO 
climatic data for 11 biggest cities of the Russian Fed-
eration: from the European part (Moscow, Saint-Pe-
tersburg, Ekaterinburg, Voronezh, Volgograd, Ka-
zan, Nizhny Novgorod, Perm, Ufa) and from Siberia 
(Omsk and Krasnoyarsk). A brief description of each 
city is given in Table 1.

For calculating PET index we used RayMan model 
which is widely used in the European practice. For ex-
ample, with the help of this model the PET index was 
calculated in Freiburg, Germany, or, more precisely, 
in the center of this city. The frequency of observed 
certain gradations of the comfort level by the PET in-
dex was calculated with Rayman, as well as the local 
maps of the bioclimatic comfort of this area (Frohlich 
& Matzarakis, 2010). The same index was applied in 
2010 for the detailed analysis of the bioclimatic condi-
tions of Freiburg for the conditions of the modern cli-
mate (period 1961-1990) and the forecast period (2071-
2100) based on IPCC scenarios (Matzarakis & Endler, 
2010). In general, the results show that the number of 
days with heat stress conditions has increased.

Another example of using this index with RayMan 
is the study based on the data analysis of 33,212 hos-
pitalizations among people over 60 years old in São 
Paulo, Brazil between 2003 and 2007. (Silva & Ribeiro, 
2012). The results of the study showed the increase in 
the probability of hospitalization among the group of 
people in unsatisfactory socio-economic conditions 



Pavel Konstantinov, Diana Tattimbetova, 
Mikhail Varentsov, Natalia Shartova

37Geographica Pannonica • Volume 25, Issue 1, 35–41 (March 2021)

by 12% with the increase in the value of the bioclimat-
ic index by 10°C. 

In this study, we use the Rayman model on a one-
dimensional scale, without taking into account envi-
ronmental obstacles and SVF in WMO-station stand-
ard environment. 

Since there is no other long-term data for a simi-
lar period on the territory of the studied cities, it is as-

sumed in the study that the measurement data char-
acterize the city climate quite reliably. According 
to LCZ climate zones classification (Stewart & Oke, 
2012) , WMO station areas in cities, selected for long-
term trend investigation (Moscow, Saint-Petersburg, 
Nizhny Novgorod, Perm, Ekaterinburg and Krasno-
yarsk) are situated in Type 6 (Open low-rise) and Type 
9 (Sparsely built)– see Fig.1 

Table 1. Main big cities of Russian Federation: geographical overview (Bolshaya…, 2007; Census, 2010)

City Population Coordinates
WMO station 

ID
Köppen 

climate zone
Basic climatic info

Moscow 11 503 501
55°45'N 
37°37'E

27612 Dfb
Coldest month: January (-9.4°C) 
Warmest month: July (+18.3°C) 
Average annual rainfall: 684 mm

Saint-Petersburg 4 879 566
59°57'N 
30°18'E

26063 Dfb
Coldest month: January (-5°C) 
Warmest month : July (+18°C) 
Average annual rainfall: 661 mm

Ekaterinburg 1 349 772
56°50'N 
60°35'E

28440 Dfb
Coldest month: January(-12.6°C) 
Warmest month: July (+19°C) 
Average annual rainfall: 537 mm

Voronezh 889 680
51°40'N 
39°12'E

34123 Dfb
Coldest month: January(-6.1°C) 
Warmest month: July (+20°C) 
Average annual rainfall: 587 mm

Volgograd 1 021 215
48°42'N 
44°31'E

34560 Dfa
Coldest month: January (-6.3°C) 
Warmest month: July (+23.6°C) 
Average annual rainfall: 347 mm

Kazan 1 141 535
55°47'N 

49°06'3E
27595 Dfb

Coldest month: January (-10.4°C) 
Warmest month : July (+20.2°C) 
Average annual rainfall: 558 mm

Krasnoyarsk 973 826
56°01'N 
93°04'E

29572 Dfc
Coldest month: January (-15.5°C) 
Warmest month : July (+15.7°C) 
Average annual rainfall: 465 mm

Nizhny Novgorod 1 250 619
56°19'N 
44°00'E

27459 Dfb
Coldest month: January (-12°C) 
Warmest month: July (+18.1°C) 
Average annual rainfall: 648 mm

Omsk 1 154 116
54°59'N 
73°22'E

28698 Dfb
Coldest month: January (-16.3°C) 
Warmest month : July (+19.6°C)  
Average annual rainfall: 415mm

Perm 991 162
58°00'N 
56°19'E

28224 Dfc
Coldest month: January (-12.6°C) 
Warmest month : July (+18.6°C) 
Average annual rainfall: 638 mm

Ufa 1 062 319
54°44'N 
56°00'E

28722 Dfb
Coldest month: January (-12.4°C) 
Warmest month : July (+19.76°C) 
Average annual rainfall: 590 mm
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Results

According to the distribution of thermal stress events 
it is possible to create comfort diagram for each city 
during daytime heat wave period (for Moscow and 
Saint-Petersburg see Fig.2). 

This plot shows that in both capitals the greatest fre-
quency during daytime is in strong heat stress area 
(33.3% and 39.6%). Frequency of extreme heat stress in 

Moscow is 13.8% and in Saint-Petersburg 5.3%. The cases 
of comfortable sensations in the period of heat waves for 
the whole warm period in Moscow constitute only 6.9%. 
The lowest frequency is graded as “a slightly cold stress” 
which corresponds to a slight cold exposure (0.2%). 

In general, we can say that in Moscow during the 
period of heat waves people in 47.5% of cases is vul-

Figure 1. Satellite images of the cities, considered in the study (taken from Google maps) with locations of the used 
weather stations indicated by asterisk symbols (right panels). Right panees shows satellite images of the nearest 

surrounding of the weather stations (area within yellows squares in the left panels)

Figure 2. Frequency of РЕТ grades in Moscow and Saint-Petersburg in the day time during heat waves  
(1966 - 2015 period)
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nerable to heat stress. In Saint-Petersburg this value 
is 44.9%

Based on the results obtained in the process of the 
PET index calculation we plotted a map-diagram 
which shows the distribution of various degrees of 
heat stress in 11 large cities of Russia. (Fig.3)

Proceeding from this, we can conclude that the 
most inclined to heat stress city in the heat waves in 
the daytime is Volgograd, as Volgograd is one of the 
hottest cities in Russia. Main PET and air tempera-
ture trend results can be briefly summarized in Ta-
ble 2. 

Discussion

So, what if we decide to take a look at long period 
trends of PET and air temperature in cities of differ-
ent parts of Russia? We know that climate is chang-
ing, air temperature rises in most parts of the Russia 
(Federal Service for Hydrometeorology and Environ-
mental Monitoring, Roshydromet, 2014). But the ther-
mal comfort is complex characteristic and its trend 
can clarify the real tendencies of human comfort sen-
sation against the background of regional climate 
change (see Fig.4)

It is well known that the cities’ growth leads to the 
increase in trends of warming of the local urban cli-
mate, which is due to the joint impact of the global 
climate trends and the impact of the urban heat is-
land (Kataoka et al., 2009). However, practically noth-

ing is known about the relationship between temper-
ature growth and changes in comfort parameters on 
the territory of Russia.

The most interesting result of the comparison of the 
urban trends (PET-index and Air Temperature) in dif-
ferent parts of Russia is its extraordinary cross-shaped 
form in Moscow (in other cities the trends lines are 
practically parallel to each other): in further research 
we plan to investigate such phenomenon by using dif-
ferent thermal comfort indices (UTCI etc) It can be 
caused just as by Moscow related urban planning dy-
namics in post-USSR period so by regional climate dy-
namics. The more detailed analysis of the dynamics of 
PET-predictors (direct solar radiation, wind speed), in-
dicates that its growth is due to the presence of signifi-
cant negative trends for wind speed and a score of low-
er clouds. The obvious, at first glance, the explanation 
of such well-pronounced wind speed trends - an in-
crease in the roughness in the vicinity of the stations 
against the background of local land use change. How-
ever, the obtained trends for the Moscow region are in 
good agreement with the estimates from (Federal Ser-
vice for Hydrometeorology and Environmental Moni-
toring, Roshydromet, 2014) and (Meshcherskaya, 2004; 
2006), according to which the decrease in wind speed 
with speeds of 0.1-0.5 m/s/10 years over the last decades 
is typical for the European territory of Russia. 

The trend of the decrease in the lower cloudiness 
in Moscow is making the greatest contribution to the 

Table 2. Mean-Decade Trends for Air Temperature and for PET in different parts of Russian Federation in 1966-2015

Cities, Russian 
Federation

Moscow Saint-
Petersburg

Nizhny 
Novgorod

Perm Ekaterinburg Krasnoyarsk

Air temperature 
linear trend

0.36˚C/10yr 0.40˚C/10yr 0.38˚C/10yr 0.34˚C/10yr 0.36˚C/10yr 0.29˚C/10yr

PET linear trend 0.93˚C/10yr 0.25˚C/10yr 0.83˚C/10yr 0.47˚C/10yr 0.54˚C/10yr 0.24˚C/10yr

Figure 3. Level of thermal stress in big Russian cities in the 
day time during heat waves (1966 - 2015 period)

Figure 4. Linear trends of PET-index  
(annual mean for warm period) and air temperature 
(annual mean for warm period) in different parts of 

Russian Federation in 1966-2015
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relative discomfort in summer is manifested more ev-
idently. The similar changes are consistent with the 
trend of increasing duration sunshine against the 
background of the increase in the total cloud score for 
Moscow and Kazan (Gorbarenko et al., 2017; Sidoren-
ko et al., 2012) and the trend of erythema ultraviolet 
radiation (Chubarova et al., 2018). 

We used a small number of cities in our research 
and can not say about the global trends in the coun-
try, nevertheless it is possible to make some valuable 
conclusions.

The high probability of the heat stress is more evi-
dent for large and fast-evolving cities of Central Rus-
sia. The faster growth of PET temperatures is observed 
as compared to air temperatures. This is confirmed by 
the examples of Moscow and Nizhny Novgorod (PET-
warming trend is two times more intensive than ther-
mal one). We can suggest that the cross-shaped form of 
T and PET can be noticed in Nizhny Novgorod soon.

The maritime climate of Saint Petersburg (the only 
city with this type of climate among the observed) has 
the impact on the conditions of thermal comfort. De-
spite the increase of Т the significant changes in PET 
(feeling of heat for human) did not occur. The proba-
bility of heat stress in this city is inconsiderable.

Perm and Yekaterinburg are both located in the 
area of the Ural Mountains and have similar trends 
in PET values. We can observe the increase in PET 
greatly correlated with temperature changes without 
any unusual effects.

Krasnoyarsk has the most continental climate type 
among the cities reviewed. We can observe small dif-
ference between T and PET in addition to the growth 
of both parameters. Krasnoyarsk can be considered as 
the city with the lowest probability of heat stress.

An argumentative issue, of course, is the choice 
of this particular parameter (the frequencies of РЕТ 
grades) for determining the relative risk of thermal 
discomfort phenomenon. However, taking into ac-
count the absolute temperature values   of thermal 
waves is also not ideal - because of both the adapta-
tion of the population of more southern regions to hot 
weather, and the vulnerability of the criterion (Frich 
et al., 2002) for determining heat waves in the north-
ern regions. 

The obtained results can be considered in the fur-
ther analysis with larger number of weather stations 
and can used for categorization of cities according to 
the level and the dynamics of thermal comfort con-
ditions.

Conclusions

Within the frames of this study, the PET equivalent-phys-
iological temperature index was calculated for each day 
of the warm period for 11 biggest cities of Russia. Based 
on the results of the calculations, we have plotted the dia-
grams with the frequency of occurrence of extreme ther-
mal events during the heat waves for each town. 

Also showed that at the level of the average annu-
al values, only in Moscow-city the PET index (and, 
hence, potentially the thermal stress) grows faster 
than the regional climate warms (0.93˚C/10yr for PET 
and 0.36˚C/10yr for air temperature). In other cities 
this tendency is much more weak (N.Novgorod) or 

not significant. The most inclined to risk city during 
the heat waves in the daytime is Volgograd, while St. 
Petersburg can be considered the safest, since the fre-
quency of thermal stress even in this dangerous peri-
od does not exceed 5.3% of all the cases. 

The main result achieved during the study is the 
creation of Russia’s first comparative climatology of 
comfort in biggest cities and the determination of the 
relative danger of heat waves for each of them based 
on the analysis of 50 year time series, as well as the de-
termination of the dynamics of heat comfort indices 
for the last 50 years (1966-2015). 
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Abstract

The paper researches the landscape transformation of the surface mines of the Đurđevik coal basin 
(northeastern Bosnia region), where 35.24 Mt of brown coal were produced in the past 74 years, and 
227.40 Mm3 of overburden was excavated and disposed of. This type of coal exploitation caused the 
formation concave and convex of anthropogenic relief forms which ultimately led to significant land-
scape transformation. These transformations were identified and geovisualized on the basis of field re-
search and comparative GIS analysis of archival maps, satellite images, Digital Elevation Models and 
plans of this area. As a result of the research, especially comparative GIS analysis of two prepared ter-
rain models of surface mines, the transformation of hypsometry, slope and aspect, hydrographic net-
work, pedological as well as vegetation cover were determined. Obtained geospatial data are geo-vis-
ualized in QGIS, and as a result, thematic maps were created to provide insight into the essence of 
transformations. Therefore, established indicators of landscape transformation can serve as a signif-
icant factor in planning the revitalization and land re-cultivation of devastated areas in the Đurđevik 
coal basin.

Keywords: Landscape transformation; GIS analysis; DEM; geo-visualizations; open pit; Đurđevik coal 
basin

Identification and Geovisualization of Landscape 
Transformation of Surface Mine Areas in the 
Đurđevik Coal Basin (Bosnia and Herzegovina)

Introduction

Surface coal mining in the Đurđevik coal basin has 
a 74-year-long tradition and is the main agent of an-
thropogenic relief. It started in 1946 at the locali-
ty “Kažalj potok” and since then it has been carried 
out at the following localities: “Živčići”, “Potočari”, 

“Višća I”, “Brezje”, “Bašigovci”, “Suhodanj” and oth-
ers, which are closed. Two surface mines are currently 
active in the Đurđevik coal basin, deep interventions: 

“Višća II” and “Potočari”, whose annual production 

amount is about 500 thousand tons of coal and about 
4.20 Mm3 of overburden. 

This type of coal exploitation caused the forma-
tion anthropogenic relief forms which ultimately led 
to significant landscape transformation, especial-
ly topological (Wu et al., 2019). The transformation 
of hypsometry, slope and aspect, hydrographic net-
work, pedological as well as vegetation cover was par-
ticularly emphasized. Therefore, the characteristics of 
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anthropogenic relief and development tendencies re-
quire the research of issues, such as: classification and 
mapping of shapes, quantitative forecast of transfor-
mations, determination of re-cultivation measures, 
etc. (Dinić, 2007; Smajić et al., 2018). 

Identification and geo-visualizations analysis land-
scape transformation at the spatial and temporal lev-
el is possible by comparing the natural and anthropo-
genic relief on the basis of cartographic material, with 
the application of GIS technology (Smajić, 2012; Smajić 
et al., 2018). In the process of landscape modeling of 
mining areas, the factor significance of 3D modeling 
and interactive visualization options was also empha-
sized (Brejcha et al., 2016). Therefore, based on archi-
val topographic maps and the recent ALOS DSM, two 
DEMs (natural and anthropogenic) of the Đurđevik 
area were prepared, with whose analysis and compar-
ison, quantified and geo-visualized landscape trans-
formations were identified. 

Similar studies analyze the pronounced anthropo-
genic impact on the natural landscape of mining are-
as, for example, in the Ruhr District in western Germa-
ny (Harnischmacher & Zepp, 2014; Harnischmacher, 
2007), the Kolubara basin in Serbia (Dragićević et al., 
2012), the Mehedinţi County in Romania (Boengiu et 
al., 2016), Bełchatów Coal Open Mine in central Po-
land (Jaskulski & Nowak, 2019), Patratu region in India 
(Pandey & Kumar, 2014) etc. These, as well as numerous 
other studies, also deal with the topic of design, analy-
sis and comparison of digital terrain models of min-
ing areas. A particularly good example of the identifi-
cation of landscape topography transformation, based 

on a comparative analysis of DEMs, is the Polish open-
cast coal mine “Bełchatów”, where topographic chang-
es were found in 75% of the treated area (Jaskulski & 
Nowak, 2019). Topographic transformations in the area 
of surface coal mining in the Patratu region were also 
identified relying on stereographic satellite images us-
ing the DEMs comparison. Positive relief changes have 
been recorded in the landfill area (up to 49 m), while 
negative ones represent deep depressions (up to 66 m) 
that become zones of water accumulation (Pandey & 
Kumar, 2014). Gupta et al. (2014) point out that DEM 
is generated by synthetic radar interferometry (InSAR) 
ideal in identifying and estimating altitude changes 
in mining areas. In this way documented topograph-
ic changes in the Indian Jahra field in the period 1996-
2004 are ± 40 m. Thomas et al. (2015), on the example 
of Kerala (India), point out that the application of dif-
ferent terrain models in topographic area analysis is the 
result of different input data, emphasizing the impor-
tance of SRTM and ASTER DEMs in geomorphomet-
ric analysis. By comparing the terrain model, e.g. in the 
Upper Silesian Coal Basin the maximum subsidence 
above the underground mine galleries of over 30 m 
(Machowski et al., 2016; Dulias, 2016) and in the Ruhr 
District over 25 m were determined (Harnischmacher 
& Zepp, 2014) etc.

In general, the aim of the research is to identify and 
geo-visualize the achieved level of landscape transfor-
mation, especially morphological-hydrographic, are-
as of surface mines in the Đurđevik coal basin, using 
field research, methods of comparative analysis of ter-
rain models, and GIS technology. 

Study area

The Đurđevik coal basin (13 km2) is located in the munic-
ipality of Živinice (Tuzla Canton) in northeastern Bos-
nia, between 44°23’27’’ and 44°25’18’’ N and 18°35’33’’ 
and 18°39’48’’ E. Geotectonic, the area is located in the 
Spreča paleodepression, within the Bosnian Inner Di-
narides (Drešković & Mirić, 2017), and geomorpholog-
ically belongs to the macroregion “Mountains and hills, 
valleys and valleys of northern Bosnia” (Lepirica, 2013). 
Topographically, the basin is located in the triangle be-
tween the rivers Gostelja in the east, Oskova in the north 
and Djedinska mountain in the southwest, while the 
western and southern borders are approximately repre-
sented by the surrounding settlements (Figure 1). 

The basin is open to the northeast, extending ap-
proximately in the NW-SE direction for about 5.50 
km, while the width is 1-2.50 km. The general direc-
tion of Lower Miocene coal seam (14-25 m thick), is 
NW-SE, while dipping to the SW. The seam most of-
ten lies over lumpy marly-sandy clays and gravels, 

while the roof is predominantly made up of a series 
of Lower and Middle Miocene marls and marly lime-
stones (up to 240-300 m thick). Uppermost Pliocene 
and Quaternary series have a thickness up to 60 m 
(Arsenović et al., 2016). In the Đurđevik coal basin, a 
coal seam of different depths has been developed. In 
the northern part of the basin, the coal seam is shal-
low and is exploited with surface mining (“Potočari”, 

“Višća II”, etc.), while the deeper coal reserves in the 
deposit were exploited in the former open pit “Višća I” 
in the west, the active open pit “Potočari” (deep inter-
ventions) in the north, the former open pits “Živčići”, 

“Brezje” and “Suhodanje” in the east, and the active 
underground pit “Đurđevik” in the south (Long-term 
work program of BCM “Đurđevik”, 2018).

From the foot of Djedinska mountain, the hilly re-
lief forms have a general decline towards Sprečko polje 
in the north. Mountain streams (Brestovica, Kažalj 
potok, Višća, etc.) flew in this direction, which used 
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to flow into the Oskova river, more northern of the ex-
ploitation field. The highest terrains are in the western 
(450 m) and southern (430 m) part of the basin, and 
the lowest in the Oskova (230 m) and Gostelja (233 m) 
riverbeds. The average height of the Đurđevik exploi-
tation field is 290.99 m, while the height of the area of 
surface mines was 235-345 m, and now it is 90-360 m.

Exploitation reserves of brown coal in the basin, in-
tended for surface exploitation, amount to 24.29 Mt, of 
which the mine “Potočari” owns 10.65 Mt, and “Višća 
II” 13.64 Mt. With the development of Đurđevik’s sur-
face mines, six hamlets have completely disappeared, 
and parts of several rural settlements were relocated 
(Smajić et al., 2009; Smajić, 2012).

Data and methods

In order to realize the set goal of the research, it was 
necessary to conduct field research and develop a 
DEM of natural and anthropogenic terrain, the com-
parison which identified and quantified landscape 
transformations in the area of surface mines. The ge-
ospatial data obtained by the applied GIS method-
ology were geo-visualized after analytical-synthetic 
processing. The procedure was realized in several re-
search stages.

First, the available cartographic archival material 
was inspected, which can be used for vectorization of 
the necessary contents in order to identify and ana-
lyze the condition of the Đurđevik area before surface 
exploitation. Insight into maps of various scales topo-
graphic maps at a scale of 1:25,000 (from 1966) are se-
lected, published by the MGI in Belgrade, while the 
recent state of the Đurđevik area, viewed on the ba-
sis of Google Earth Map (satellite image from 2018), 
ALOS DSM, JAXA (from 2018) and plans of mining 
surveying, a scale of 1:2,500 (from 2020). The select-
ed AW3D30 DSM is one of the most accurate, me-
dium-resolution altitude datasets (Florinsky et al., 
2018), and uses the Advanced Land Observing Satel-
lite (ALOS) based on stereo mapping from Panchro-
matic Remote-sensing Instrument for Stereo Mapping 
(PRISM) (Takaku et al., 2018).

After selecting the cartographic basis, four sheets of 
TM25, the maps were scanned in raster format with a 
resolution of 400 dpi, and then filtering and adjusting 
the raster for better visual appearance, more precise 
vectorization, as well as georeferencing maps in the 
coordinate system of appropriate projection were per-
formed. After georeferencing, using the application 
Google Earth Pro, the boundaries of the Đurđevik 
exploitation field, of the working area and the parts 
of surface mines were vectorized. Using QGIS tools, 
the vectorization of thematic contents (isohypses, wa-
tercourses, soil, vegetation, etc.) was also carried out 
and then on the basis of this vectorization the anal-
ysis of average heights, the presence of hypsometric 
levels, slopes and aspects, disorganization of the riv-
er network, devastation of soil and vegetation in the 
area of surface exploitation were executed. Vectoriza-
tion of thematic content from the Google Earth Pro 
satellite image (anthropogenic lakes, relocated water-
courses, canals, etc.) was also carried out.

In particular, two digital elevation models of the 
Đurđevik area were made, from different periods, 
which well illustrate the transformations of landscape 
topography. The prepared models were compared us-
ing QGIS tools, and the complex analysis is facilitated 
by a uniform pixel size (10x10 m). 

Results and discussion

In the past 74 years, surface exploitation in the 
Đurđevik coal basin, 35.24 Mt of brown coal was pro-
duced, which was mainly used for the needs of the 
thermal power plant “Tuzla”, and about 227.40 Mm3 
of overburden was excavated and disposed of in land-
fills. This type of exploitation has generated a signifi-
cant landscape transformation of the Đurđevik coal 

basin, especially emphasized in the transformation 
of morphological, hydrographic, pedogeographic and 
phytogeographic structure. Areas affected by exploi-
tation are significantly degraded and disturbed by 
mining operations, so the morphology of the terrain, 
similar to the neighboring Banovići and Kreka coal 
basins (Smajić et al., 2018; Smajić & Hadžimustafić, 

Figure 1. Location of the study area in Bosnia and 
Herzegovina (a) and the study area (b)
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2016; 2017), represents the integration of natural and 
newly formed anthropogenic relief forms (floors, ex-
cavations, open pits, landfills, etc.). Similarly, in the 
Ruhr District, the consequences of long-term min-
ing activity are still noticeable today, especially in the 
form of waste heaps differently integrated into the 
landscape (Harnischmacher, 2007; Harnischmach-
er & Zepp, 2014). Specifically, surface exploitation in 
the Đurđevik coal basin, in addition to several small-
er and two larger active open pit mines, formed sev-
eral external and internal landfills of different dimen-
sions (“Stupnica - T6”, “Suhodanj”, “Brezje”, “Višća”, 

“Potočari”, “Kažalj”, “Odorovići”, etc.) whose com-
position is dominated by coal bed sediments, i.e. ol-
igomyocene marls, marly limestones and clays. This 
tailings material is suitable for biological re-cultiva-
tion, especially for plantation cultivation of fruits 
and vegetables (Salihović & Operta, 2008). GIS anal-
ysis of anthropogenic relief of surface mines showed 
that open pits cover 33.16%, landfills 44.89%, reculti-
vated areas 10.56%, anthropogenic lakes 4.65%, while 
other parts account for 6.74%. Significant areas of 
natural soil (861.78 ha) in the newly formed anthro-
pogenic relief in the Đurđevik coal basin were devas-
tated, which disrupted natural pedogenetic processes 
and vegetation. In this way, podzolic-pseudogley ter-
race (77.88%) and slope soils (11.29%) and brown acid 
soils on sandstones (5.94%), brown very shallow and 
shallow soils on serpentines (3,04%), humus-silicate 
soils on serpentines (1.03%), pelosols (0.77%) and al-
luvial-deluvial carbonate-free soils (0.47 ha or 0.05%) 
were dominantly devastated (The Map of Soil, 1969). 
Agricultural areas, settlements, forest barren lands 
and others cover 59.92% of the basin area, while for-
est phytocenoses predominantly devastated sessile 
and hornbeam forests (38.19%), and pedunculate and 
hornbeam forests (1.89%) (The map of actual forest 
vegetation, 1980).

Coal exploitation at the “Višća II” mine is planned 
until 2025, and at the “Potočari” mine until 2037. Un-
til then, it is planned to excavate 91.34 Mm3 of over-
burden and 9.31 Mt of coal, which requires addition-

al expropriation, but also soil devastation. The newly 
discovered overburden will be partially disposed of in 
external landfills “Stupnica” and “Višća”, and mostly 
in internal landfills in the pits of active mines, which 
will form significant areas of technically re-cultivat-
ed soil after the end of disposal. From 2026, more in-
tensive activities are planned for the re-cultivation 
of devastated areas, primarily the “Stupnica” landfill, 
the “Potočari” internal landfill, etc. (Long-term work 
program of BCM “Đurđevik”, 2018).

Morphological transformation 
The Đurđevik coal basin is located in the foothills 
of the Konjuh mountain, which is morphological-
ly represented and surrounded by elevations 338-
448 m high (Mramor, Rudine Redžepovac, Gradina, 
Bjelanovica, Palež, Nišan and others). The relief of the 
surface mining area is lower, while the area is entire-
ly located in the foothills, and before exploitation it 
was characterized by a hilly, slightly undulating relief 
intersected by tributaries of the Oskova and Gostel-
ja rivers, and generally sloping to the north (Figure 2). 

The formation of concave and convex anthropo-
genic relief forms due to exploitation has significant-
ly transformed the morphology of the Đurđevik area. 
External landfills have covered the natural terrain 
and flat surfaces have been formed, while active pits 
and landfills of surface mines are still subject to spa-
tial changes.

Hypsometric transformation
Altitude is a significant microclimatic modifier, and 
most directly affects the direction of biological re-cul-
tivation of devastated areas. Therefore, a hypsometric 
analysis of the natural and anthropogenic terrain of 
surface mines was performed, and a 10-meter digital 
model of the area was used as a basis (Table 1).

The analysis of DEM natural terrain showed that 
the lowest hypsometric belt (up to 300 m) covered 
77.58% of the area, and the highest of its territory had 
a height of 280-300 m (37.94%). The belt over 300 m 
covered 22.42% of the area, while more than half of its 

Table 1. Categories and spatial dimensions of elevation

Natural relief Anthropogenic relief

Elevation (m) Area (ha) Portion (%) Area (ha) Portion (%)

- 100 - - 2.61 0.30

100-200 - - 63.50 7.37

200-300 668.63 77.58 419.78 48.71

300 - 193.24 22.42 375.89 43.62

Total 861.87 100.00 861.78 100.00

Source: Data obtained by GIS analysis. Cartographic basis: TM 1:25,000 (1966). Belgrade: MGI; Map Satellite 
(2018). Google Earth; DSM (2018). Tokyo: JAXA. 
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territory had a height of 300-310 m (52.18%). The av-
erage altitude of the natural terrain was 280.16 m, and 
the absolute altitude difference was 109.84 m (Table 1).

The analysis of DEM anthropogenic terrain showed 
that the lowest belt (up to 100 m) covers 0.30% of the 
total area, while the 100-200 m belt covers 7.37%, 
and the highest territory has a height of 160-200 m 
(62.18%). The hypsometric belt of 200-300 m cov-
ers 48.71% of the area, and the highest territory has 
a height of 240-300 m (83.97%). The belt over 300 m 
covers 43.62% of the area, while the highest territory 
has a height of 300-340 m (96.65%). The average alti-
tude of the anthropogenic terrain is 280.48 m, while 
the absolute altitude difference of the terrain is 266.32 
m. Similarly, the mean height of both terrains of the 
Polish mine “Bełchatów” is fairly uniform, while the 
height difference is more emphasized; before the for-
mation of the anthropogenic relief it was 80 m, and 
now 482 m (Jaskulski & Nowak, 2019).

The results of the comparative analysis of DEM 
show the uniformity of the average height of both ter-
rains. The southern part of the area, where the land-
fills are the largest, is characterized by the highest lev-
els (300-360 m), while the northern part, where the 
open pits are, is significantly lower (90-315 m). The av-
erage height of the “Višća II” pit is 235.56 m, the max-
imum 286.58 m, while the maximum depth is 180 m. 
The “Potočari” pit has an average height of 214.07 m, a 
maximum of 298.21 m, while the greatest depth in the 
central part is 90 m (Figure 2).

External landfills, in the southwestern, southern 
and southeastern part, covered the parts of the val-
leys of the Kažalj, Višća, Stupnica, Brnjica and oth-
er streams. As a result, flattened surfaces of different 
volume and degree of re-cultivation were formed. The 
average height of the re-cultivated landfill “Kažalj” is 
310.57 m, maximum 329.16 m, and minimum 264.55 
m, while the average height of the landfill “Odorovići” 
is 325.73 m, maximum 333.83 m, and minimum 
310.24 m. The average height of the active landfill 

“Višća” is 310.16 m, maximum 339.72 m, and mini-
mum 259.19 m, while the average height of the active 
landfill “Stupnica” is 321.78 m, maximum 356.33 m, 
and minimum 258.57 m. 

In general, surface exploitation has significantly in-
creased the territory with hypsometric levels up to 240 
m and over 320 m, and reduced the territory 240-320 
m. This hypsometry is a consequence of excavating 
the terrain in the open pits area, which continuous-
ly lowered the relief, and depositing the overburden 
on the formed landfills, which caused the elevation 
of the terrain with a hilly shape (Figure 3). Similar-
ly, the most obvious changes in the area of the mine 

“Bełchatów” were recorded at sites of large topograph-
ic forms of anthropogenic origin: the deepest point 
in the excavation is lower by 250 m than the origi-
nal height, while the largest increase in height (by 196 
m) occurred in the area of external landfill (Jaskuls-
ki & Nowak, 2019). In the Macedonian basin Suvodol, 
over 140 Mm3 of coal was excavated, which resulted 
with a depression 50-100 m deep and 3 km in diame-
ter, while a landfill grows nearby as a typical anthro-
pogenic hill (Dragićević & Milevski 2010).

Slope transformation
The slope of the terrain is a significant indicator of the 
morphological structure of the area. The distribution 
and coverage of slope categories is an indicator of the 
scope and intensity of morphostructural and exoge-
omorphological processes, but also of the future in-
fluences of these processes on the characteristics and 
interdependence of denudation and accumulation 
(Radoš et al., 2012). Therefore, slope models of natu-

Figure 2. Cross-profile (A-B-C-D-E-F) in a section of 
hypsometric map of the study area

Figure 3. Hypsometric map of natural (up) and 
anthropogenic (down) relief of the study area
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ral and anthropogenic terrain of surface mines have 
been developed. In the process of terrain slope identi-
fication, methods and algorithms integrated into the 
QGIS program were used, and ten slope classes were 
singled out (Table 2).

The GIS analysis of natural terrain model showed 
that slopes up to 5° were spread over 48.37% of the 
territory, which was characterized by weaker leaching 
and the appearance of smaller gullies, as well as a sig-
nificant increase in leaching power and erosive pro-
cesses, resulting in linear erosion. Slopes of 5-12° are 

spread to 37.06%, while slopes of 12-20° are spread to 
12.57% of the territory. In general, the morphology of 
the area was dominated by sloping plains, and quite 
sloping and slopes morphogenetically shaped by slope 
processes, while flat surfaces and gentle slopes were 
significantly represented. On a slope over 20°, there 
was 2.00% of the territory affected by intensive slope 
processes, where as a result strong erosion caused the 
outbreak of the parent rock substrate to the surface 
in some places. The area was dominated by medium 
steep and slightly steep slopes (Table 2, Figure 4).

The GIS analysis of the anthropogenic terrain mod-
el showed that slopes up to 5° are spread on 46.37% 
of the territory, slopes 5-12° on 24.45%, while slopes 
of 12-20° on 14.54% of the area. Morphologically, the 
area is dominated by sloping plains and flattened sur-
faces, and almost equally represented mild and quite 
sloping. On a slope over 20°, there is 14.63% of the ter-
ritory affected by intensive slope processes, where me-
dium steep slopes also dominate, with a significant 
share of steep slopes.

The results of the comparative analysis of the slope 
model show a significant decrease in the territory of 
the Đurđevik coal basin with slope up to 16°, except 
for the category 1-3°, and an increase in the territo-
ry over 16°. The decrease of the territory in the cate-
gory of 5-8° (6.12%) and 8-12° (6.49%) was especially 
emphasized, and the increase in the category of 20-30° 
(8.27%) and 30-40° (3.51%). In general, the trend of in-
creasing height differences and the slope of the terrain 
affected by exploitation is emphasized.

Aspect transformation
Terrain aspect is a significant indicator of morpholog-
ical and climatic transformation of the area. Its influ-
ence on geomorphological processes is emphasized, 
because slopes of different aspects differentially ab-

Table 2. Categories and spatial dimensions of slopes

Inclination (°) Natural relief Anthropogenic relief

Area (ha) Portion (%) Area (ha) Portion (%)

0-1° 136.16 15.80 125.35 14.54

1-3° 163.27 18.94 167.96 19.49

3-5° 117.46 13.63 106.33 12.34

5-8° 159.59 18.52 106.90 12.40

8-12° 159.75 18.54 103.86 12.05

12-16° 73.43 8.52 70.88 8.22

16-20° 34.87 4.05 54.50 6.32

20-30° 16.65 1.93 87.89 10.20

30-40° 0.62 0.07 30.88 3.58

> 40° - - 7.30 0.85

Total 861.80 100.00 861.86 100.00

Source: Same as table 1.

Figure 4. The slope map of natural (up) and anthropogenic 
(down) relief of the study area
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sorb short-wave radiation, which affects the charac-
teristics of climatic elements as exogenous-geomor-
phological agents (Radoš et al., 2012). Therefore, a GIS 
analysis of the spatial orientation of the natural and 
anthropogenic relief of surface mines was performed. 
In the aspect identification process, methods and al-
gorithms integrated into the QGIS program were 
used, where the aspect values were expressed as azi-
muths (0-360°) and differentiated in eight equal inter-
vals (Table 3). 

The natural terrain of the Đurđevik area was charac-
terized by the shadiest aspects, while the anthropogen-
ic ones also have the most represented shady aspects, 

with an emphasized increase in the territory with E, 
SE, S, SW and W aspects (Table 3; Figure 5). Specifi-
cally, with the GIS analysis of the natural terrain model, 
shady aspects were found and made 66.43% of the terri-
tory, and sunny 14.67%, while eastern aspects (12.38%) 
were more represented than western ones (6.52%). The 
analysis of the anthropogenic terrain model showed 
that the shady aspects characterize almost half of the 
territory (49.02%), the sunny 28.80%, while the east-
ern aspects (12.94%) are significantly more represented 
than the western ones (9.23%). 

The results of the comparative analysis of aspect 
models show a decrease in the Đurđevik territory with 
shady (17.41%), and an increase with sunny (14.13%), 
eastern (0.56%) and western aspect (2.71%). These 
transformations are a consequence of the formation 
of anthropogenic relief of significantly different and 
more homogeneous aspects in relation to the natural 
relief. As the biological re-cultivation on the slopes of 
the completed landfills is conditioned by the slope and 
aspect, the orientation of the terrain is a significant fac-
tor in planning and selecting the type of re-cultivation 
of the devastated areas of the Đurđevik site. Since in ar-
eas with higher insolation, the aspect effect of the slope 
is more emphasized, landfills should be formed with 
a larger number of final slopes with northern aspect, 
and less with southern aspect. However, if due to the 
amount of overburden and the inclusion of the landfill 
in the existing terrain it is not possible to avoid sunny 
aspects, slopes should be provided with a more moder-
ate slope to mitigate insolation consequences (Knežiček 
et al., 2006; Smajić et al., 2018). 

Hydrographical transformation
The hydrographic backbone of the Đurđevik coal ba-
sin is the river Oskova, a left tributary of the Spreča, 
with its tributaries. Oskova and its tributary Gostel-
ja frame the basin on the north and east sides, respec-
tively, from the main collecting arteries of surface 

Table 3. Aspect categories and their spatial coverage

Aspect Natural relief Anthropogenic relief

Area (ha) Portion (%) Area (ha) Portion (%)

N (337.5-22.5°) 262.46 30.45 188.94 21.92

NE (22.5-67.5°) 130.38 15.12 114.59 13.30

E (67.5-112.5°) 106.70 12.38 111.54 12.94

SE (112.5-157.5°) 93.43 10.84 101.05 11.73

S (157.5-202.5°) 26.20 3.04 84.57 9.81

SW (202.5-247.5°) 6.79 0.79 62.60 7.26

W (247.5-292.5°) 56.24 6.52 79.57 9.23

NW (292.5-337.5°) 179.85 20.86 118.95 13.80

Total 862.04 100.00 861.82 100.00

Source: Same as table 1.

Figure 5. The aspect map of natural (up) and 
anthropogenic (down) relief of the study area
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water (Figure 6). According to morphometric meas-
urements, 25.45 km of watercourses touched the ex-
ploitation field in Oskova, and 24.71 km in Gostelja. 

The results of the GIS analysis of four sheets of a top-
ographic map, scale 1:25,000, show that the watershed 
between Oskova and Gostelja used to run through the 
central part of the area earlier, in a south-north direc-
tion. All watercourses of the researched area flowed 
in this direction, which before exploitation, north of 
the exploitation field, flowed into Oskova, while to-
day they are significantly disorganized. In particu-
lar, the river network of the area affected by the ex-
ploitation was consisted of several watercourses, the 
sources which are located south and southwest along 
the perimeter of the exploitation field. Their length in 
the area of mines, according to the natural relief, was 
34.08 km, and the density of the river network was 3.95 
km/km2.The length of watercourses with constant wa-
ter yield was 16.94 km or 1.97 km/km2, and occasion-
al 17.14 km or 1.99 km/km2. The area between Kažalj 
stream and Gostelja was predominantly characterized 
by a centrifugal type of river network. The total length 
of watercourses within the exploitation field was 50.17 
km, while 67.93% of their length was destroyed by sur-
face exploitation. In the northwestern area, the 765.67 
m long Oskova stream has been relocated (Figure 6). 
Similar but more intense river transformations af-
fected the Kolubara basin, when the river of the same 
name was diverted to the tributary Peštan, which re-
sulted in increased coastal erosion, lateral migration 
of the river flow, loss of land, etc. (Dragićević et al. 
2017; Dragićević et al. 2012). 

Surface exploitation in the Đurđevik coal basin 
resulted in 40.09 ha of anthropogenic lakes (Figure 
6). The largest is Lake Odorovići, whose area is 10.82 
ha, and the length of the shore is about 3.20 km. The 
lake was formed in 1979 due to the partitioning of 
the valley of the Kažalj stream with the overburden 
of a landfill of the same name. It is located at an al-
titude of 320.00 m, between the hamlets of Kupjeru-
si in the east, Odorovići in the west, and the re-culti-
vated landfill “Kažalj” in the north, while on the south 
side several mountain streams flow into the lake. The 
depth of the lake is 22.50 m, while the length of the 
water mirror in the north-south direction is 797.11 m, 
and the width in the east-west direction is 308.64 m. 
The emphasized annual oscillation of the lake level is 
mainly conditioned by the pluviometric regime and 
evaporation, and it is especially pronounced during 
the summer period when the water level drops for 1.5 
m, while the oscillations of levels in drier years are 
possible up to 3 m. 

The second largest is Lake Bašigovci (8.22 ha), 
formed in 1985 in the pit of the surface mine 

“Bašigovci”, which has been completely transformed 

into a sports and recreational complex by the regu-
lation plan. For example, the positive practice of us-
ing anthropogenic reservoirs for tourism purposes, 
which should be pursued, is visible in the German lig-
nite basin Lower Lusatian where 9.75 thousand ha are 
currently under water (Deshaies, 2020), in the Šaleška 
valley in Slovenia 200 ha (Šterbenk, 2006) etc. The 
length of the shore of Bašigovačko Lake is 1.37 km, 
the length in the north-south direction is 393.32 m, 
while the width in the east-west direction is 333.38 m. 
This lake is located at an altitude of 250.50 m, while 
the maximum depth of the lake is 45.50 m. The lake 
is dominantly filled with groundwater and less with 
surface water from the immediate catchment area, it 
has an overflow system in the northeast, so the annu-
al oscillations of water levels are not significantly pro-
nounced.

The third largest in this basin is Lake Suhodanj 
with an area of   7.90 ha. The lake was formed in 1988 in 
the landfill area of the former open pit mine Suhodanj, 
and due to the partitioning of the Brnjica stream val-
ley by the Stupnica landfill. The level of the lake is at a 
height of 293.00 m, while its depth is 15 m. The length 
of the shore of this lake is 1.43 km, the length in the 
east-west direction is 404.97 m, while the width in 
the north-south direction is 351.07 m. The Stupnica 
landfill is quite porous, and the lake water sinks sig-
nificantly through the marly limestones embankment 
and flows into the Gostelja river. The annual oscilla-

Figure 6. Digital Elevation Model of natural (up) and 
anthropogenic (down) relief of the study area
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tion of the lake level is significant, in the summer pe-
riod the water level is lower than the spring by about 1 
m, while the oscillations of the levels in drier years are 
possible by 2-3 m. 

Lake Ćenda is much smaller with an area of   3.20 
ha; it is located at an altitude of 269.20 m, between 
the hamlets of Ćenda in the south, Jahić in the east 
and Beširević in the northeast, and the landfill of the 
former open mine “Višća I” in the west. The lake was 
formed in 1982, and its depth is 26.70 m. The length 
of the shore of this lake is 1.10 km, the length in the 
north-south direction is 299.31 m, while the width in 
the east-west direction is 196.36 m. 

In the western part of the area there is Lake Bresto-
vica with an area of   3.28 ha. The lake was formed in 
the period 1974-1982 due to the partitioning of the 

Brestovica stream valley by the landfill “Kažalj”. The 
length of the shore of this lake is 797.12 m, the length 
in the east-west direction is 273.51 m, the width in the 
north-south direction is 195.95 m, while the depth of 
the lake is 4 m. The annual oscillation of the lake level 
is conditioned by the pluviometric regime mainly, by 
the evaporation and sinking of the lake water through 
the landfill, and this is especially pronounced in sum-
mer when the water level drops by 0.60 m on average, 
although larger oscillations are also possible. In the 
area of   Odžak and Šahići there are also several small-
er anthropogenic lakes with an area of   up to one hec-
tare. Some of these lakes in the Đurđevik coal basin 
have existed for many years, have a natural tributary 
and an overflow system, and have formed their own 
water regime.

Conclusion

Based on the comparative analysis of DEM natural 
and anthropogenic terrain, the paper identifies and 
geovisualizes the landscape transformation of the 
surface mine area in the Đurđevik coal basin. The re-
sults of the research show that 861.78 ha of natural 
surface were devastated in the past 74 years, and that 
complex concave and convex anthropogenic relief 
forms were formed, which significantly transform the 
Đurđevik landscape. Comparative analysis of DEMs 
determined the trend of increasing height differenc-
es and the slope of the terrain affected by exploitation. 
The uniformity of the average height of both terrains 
was emphasized, while the increase in the height dif-
ference of the anthropogenic terrain was higher by 
156.48 m than the natural one. The territory with hyp-
sometric levels up to 240 m and over 320 m was in-
creased, and 240-320 m was reduced.

The territory of the basin with slope up to 16° has 
been significantly reduced, except in the category 1-3°, 
while territory with slope over 16° increased. The ter-
ritory with slope category 5-8° and 8-12° has been es-
pecially reduced, while territory with slope 20-30° and 
30-40° increased. The homogeneity of the exposition 
structure of the anthropogenic relief was emphasized, 

the territory with shady aspect was reduced, and it was 
increased with sunny, eastern and western aspect.

Surface mines also disrupted the orographic wa-
tershed between Oskova and Gostelja, while the river 
network, whose density was 3.95 km/km2, was com-
pletely disorganized. This completely disrupted the 
natural potamological function of the watercourse 
of this area; 16.94 km of permanent and 17.14 km of 
occasional watercourses were completely destroyed, 
765.67 m of the Oskova river were relocated, 40.09 ha 
of anthropogenic reservoirs were formed, etc. 

In general, the most obvious landscape transforma-
tions occurred at locations of large topographic forms 
of anthropogenic origin. The largest height difference 
was found in the active open pits “Potočari” (230 m) 
and “Višća II” (106 m), and in the landfills “Stupnica” 
(100 m), “Višća” (80 m) etc.

As the Đurđevik mine is legally obliged to recul-
tivate the devastated terrain due to coal exploitation, 
identified and geovisualized indicators of landscape 
transformation of surface mine areas can be of great 
importance when planning and performing land re-
cultivation of devastated areas, but also the final de-
sign of the post-exploitation landscape.
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Abstract

The paper investigates the nexus of tourism spending (i.e. leisure and business tourism spending) with 
economic performance (i.e. GDP and employment) for the Eurozone countries, during the period 2000-
2018, employing sophisticated panel data analysis techniques. The issue is salient, given that within the 
Eurozone economic space the abolition of border impediments has released dynamics and brought into 
surface a new mix of opportunities, threats and challenges that has been changing the balance between 
centripetal and centrifugal forces. The findings of the paper identify the long-run equilibrium and con-
firm the bi-directional relationships among the variables considered, thus contributing to the discussion 
on the relationship between tourism and economic performance.

Keywords: business tourism spending; leisure tourism spending; GDP; employment; panel data analy-
sis; Eurozone area

The Nexus of Tourism Spending  
with Economic Performance:  
A Panel Data Analysis for the Eurozone Area

Introduction

The tourism industry pursues paths to develop mar-
kets that are both promising, in terms of demand, 
and challenging, in terms of supply (Tsui et al., 2017; 
WTTC, 2019). Thus, tourism may create opportuni-
ties, especially concerning the gross domestic prod-
uct (GDP) and employment, with positive externali-
ties and multiplicative effects (Khan et al., 1995; Chao 
et al., 2006). In an era of globalization, and under vol-
atile market conditions, such a perspective becomes 
of paramount importance. This is especially so within 
economic integration schemes. 

Business and leisure tourism spending represent a 
couple of major, profitable, and popular market seg-

ments within tourism industry (WTTC, 2019). Both 
segments may consider as natural developments of net-
working and alliances at the interface of open and in-
tegrated economies. Given the ever-increasing demand 
for travelling to international destinations, identified 
growth patterns in the tourism sector may, apparent-
ly, indicate the ever-growing competition among desti-
nations (Lim & Won, 2020). Hence, emphasis must be 
placed on identifying patterns that consider tourism 
spending not only as a mere macroeconomic variable 
but also – and most importantly – as a (or the) key fac-
tor that may generate positive externalities and multi-
plicative effects in the national economies. 
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The paper investigates the nexus of business and 
leisure tourism spending with GDP and employment 
for the Eurozone area. To this end, the paper em-
ploys sophisticated panel data analysis techniques 
(i.e. unit root, cointegration, and causality analyses). 
The issue is salient given that within the EU econom-
ic space – and much more within the Eurozone eco-
nomic space – the abolition of border impediments 
has released dynamics and brought into surface a 
new mix of opportunities, threats and challenges 
that has been changing the balance between centrip-
etal and centrifugal forces (Kallioras et al., 2009 and 
2017; Petrakos et al., 2011; Anagnostou et al., 2016). 
The findings of the paper identify the long-run equi-

librium and confirm the bi-directional relationships 
among the variables considered, thus contributing 
to the discussion on the relationship between tour-
ism and economic performance. The analysis cov-
ers the period 2000-2018 and utilizes data obtained 
from the World Travel & Tourism Council (WTTC) 
and the World Bank. The findings of the paper offer 
clear-cut policy suggestions.

The remainder of the paper is as follows. Section 2 
reviews the literature on the causal relationships be-
tween tourism and economic growth. Section 3 pre-
sents the data and deploys the methodology. Section 
4 performs the empirical analysis and discusses the 
findings. Section 5 offers the conclusions. 

Theoretical Background

The relationship between tourism and economic 
growth is defined (Oh, 2005; Tugcu, 2014) in terms 
of four related hypotheses. The “tourism-led econom-
ic growth” (“TLEG”) hypothesis indicates a uni-di-
rectional causality between tourism expansion and 
economic growth, in the sense that the expansion of 
tourism strengthens economic growth. Thus, nation-
al governments may boost growth through subsidiz-
ing the tourism sector. In contrast, insufficient tour-
ism policies or external shocks may hinder national 
economic growth prospects. The “economy-driv-
en tourism growth” (“EDTG”) or “reverse” hypoth-
esis indicates a uni-directional causality running 
from economic growth to tourism expansion. Tour-
ism plays an important – but not the primary – role 
in economic growth. Thus, national governments may, 
also, boost growth through subsidizing other sectors 
or leading industries. The “feedback” or “recipro-
cal” hypothesis indicates a bi-directional, reciprocal, 
causality between tourism expansion and economic 
growth. Tourism expansion affects economic growth, 
and vice versa. This means that tourism expansion 
policies may boost economic growth and higher eco-
nomic growth may boost tourism expansion, in a self-
sustained fashion. The “neutrality” hypothesis dis-
closes the absence of any type of causality between 
tourism expansion and economic growth. Thus, tour-
ism expansion is not a driver of economic growth and 
economic growth has no impact on tourism.

Against the backdrop of the four hypotheses that 
define the relationship between tourism and econom-
ic growth, the issue has been gaining increasing atten-
tion in the corresponding literature (Dwyer et al., 2004; 
Lee & Chang, 2008; Pablo-Romero et al., 2013; de Vita 
& Kyaw, 2016; inter alia). Yet, concerning the Eurozone 
countries only some sporadic studies, that mostly focus 
on the Mediterranean countries, exist. These studies, 

using a wide array of methodological approaches, cov-
ering different time periods, and utilizing different var-
iables, provide, rather, inconsistent results. The “TLEG” 
hypothesis has been confirmed for Cyprus (Chou, 
2013), for France (Tugcu, 2014; Demirhan, 2016), for 
Greece (Ivanov & Webster, 2007; Soukiazis & Proença, 
2008; Eeckels et al., 2012), for Italy (Soukiazis & Proen-
ça, 2008; Cortes-Jimenez & Pulina, 2010; Tugcu, 2014; 
Demirhan, 2016), for Latvia (Chou, 2013), for Portu-
gal (Soukiazis & Proença, 2008; Neves et al., 2015; 
Cerdeira & Bento, 2016; Demirhan, 2016), for Slova-
kia (Chou, 2013), and for Spain (Balaguer & Cantavel-
la-Jordá, 2002; Novak et al., 2007; Soukiazis & Proen-
ça, 2008; Tugcu, 2014). Yet, the “TLEG” hypothesis has 
been rejected for Cyprus (Ivanov & Webster, 2007), and 
for Spain (Ivanov & Webster, 2007). The “EDTG” hy-
pothesis has been confirmed for Cyprus (Katırcıoğlu, 
2009a), for Malta (Tugcu, 2014), for Slovakia (Škrinjarić, 
2019), and for Slovenia (Tugcu, 2014; Gričar et al., 2016; 
Škrinjarić, 2019). The “feedback” hypothesis has been 
confirmed for Estonia (Chou, 2013), for France (Tugcu, 
2014), for Greece (Dritsakis, 2004; Tugcu, 2014), for It-
aly (Massidda & Mattana, 2013), for Malta (Katırcıoğlu, 
2009b), and for Spain (Cortes-Jimenez & Pulina, 2010). 
The “neutrality hypothesis” has been confirmed for Es-
tonia (Chou, 2013), for Greece (Kasimati, 2011; Tugcu, 
2014; Demirhan, 2016), for Malta (Tugcu, 2014), for Slo-
venia (Tugcu, 2014), and for Spain (Demirhan, 2016). 
Unstable and/or weak relations have been found for 
Austria, for Cyprus, for Germany, for Greece, for Italy, 
for the Netherlands, for Portugal, and for Spain (Dra-
gouni et al., 2013; Antonakakis et al., 2015a & 2015b).

There is, apparently, no concrete body of empiri-
cal literature on the relationship between tourism and 
economic growth for the Eurozone countries, and 
much more for the Eurozone area as a whole. The pa-
per paves the road for a broad and comprehensive 
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understanding on the issue through the treatment 
of the Eurozone area as a unified, integrated, area, 
through the decomposition of the tourism industry 

into the segments of business and leisure tourism, and 
through the study of economic performance both in 
terms of GDP and employment.

Data

The study compiles and utilizes a balanced panel data-
set for the Eurozone countries, namely: Austria, Bel-
gium, Cyprus, Estonia, Finland, France, Germany, 
Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg, 
Malta, the Netherlands, Portugal, Slovakia, Slovenia, 
and Spain. Towards investigating the nexus of busi-

ness and leisure tourism spending with GDP and 
employment, the paper employs the following vari-
ables: GDP (gdp), employment (empl), business tour-
ism spending (bts), and leisure tourism spending (lts) 
(Table 1). The variables are expressed in logarithmic 
terms. 

Methodology

The paper investigates the nexus of business and lei-
sure tourism spending with GDP and employment for 
the Eurozone countries, during the period 2000-2018. 
Towards examining the dynamic causal relationships 
between tourism spending variables and economic 
performance variables, the paper employs sophisti-
cated, established, panel analysis techniques. Particu-
larly, the empirical analysis is performed as follows: 
Initially, panel unit root tests for each series are un-
dertaken, testing for the order of integration on the 
variables considered (i.e. gdp, empl, bts, and lts). Then, 
having integration of order 1 (I(1)) in each series, pan-
el cointegration tests are employed to investigate the 
existence of a long-run relationship between the sets 
of the variables considered. If the series of the vari-
ables considered are cointegrated, the long-run coin-
tegration vector is estimated. Finally, if a long-run 
relationship between the sets of the variables consid-
ered is found to exist, and having estimated the cor-
responding long-run cointegration vectors, dynamic 
panel causality tests are applied to evaluate the corre-
sponding short-run cointegration and the direction of 
the corresponding causality. 

Panel Unit Root Tests
The first step of the empirical analysis is to conduct a 
series of panel unit root tests to determine the order of 
integration of the panel variables. Particularly, the pa-
per employs five non-parametric unit root tests, name-

ly: the LLC test (Levin et al., 2002), the Breitung test 
(Breitung, 2000), the IPS test (Im et al., 2003), the ADF-
Fisher test (Maddala and Wu, 1999), and the PP-Fisher 
test (Choi, 2001). The first three tests assume a common 
unit root process across countries, while the other two 
assume individual unit root processes. All the afore-
mentioned tests have the null hypothesis of unit roots.

Panel Cointegration Tests
Having established I(1) in the panel dataset, the second 
step of the empirical analysis is to determine wheth-
er long-run relationships exist. The paper employs the 
ADF-Fisher test (Maddala and Wu, 1999). The latter is 
a Johansen Fisher-type test (Johansen, 1988) that com-
bines tests from individual cross-sections to obtain a 
test statistic for the full panel. It is a non-parametric test 
that does not assume homogeneity in the coefficients. 
Having established that the series of the variables con-
sidered are cointegrated, the paper estimates the corre-
sponding long-run cointegration vectors. 

The long-run equilibrium relationship, given by the 
error correction terms (ECTs), is a measure of the ex-
tent by which the observed values in time t-1 deviate 
from the long-run equilibrium relationship. Since the 
variables are cointegrated, any such deviation at time 
t-1 should induce changes in the values of the varia-
bles in the next time point to force the variables back 
to the long-run equilibrium relationship. The follow-
ing two equations are estimated: 

Table 1. Presentation of the variables

Variable Acronym Definition Measurement Source

GDP gdp GDP € World Bank

employment empl employed people aged 15-67 no. of employees World Bank

business tourism spending bts spending on business travel € WTTC

leisure tourism spending lts spending on leisure travel € WTTC

Sources: WTTC / World Bank
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lgdpit(lemplit) = α1,i + δ1,t + β1,ilbtsi,t(lltsi,t) + ηi,t (1)

lbtsit(lltsit) = α2,i + δ2,t + β2,ilgdpi,t(lempli,t) + ϕi,t (2)

where i=1,...,19 refers to each country in the pan-
el dataset, t=2000,...,2018 denotes each year consid-
ered, α1,i and α2,i are the country-specific fixed ef-
fects, δ1,t and δ2,t are the time-specific fixed effects, β1,i 
and β2,i)are the coefficients, ηi,t and ϕi,t are the distur-
bance terms, which follow the normal probability dis-
tribution with zero mean and constant variance, lgdp, 
lempl, lbts, and llts are the natural logarithms of GDP, 
employment, business tourism spending, and leisure 
tourism spending, respectively. Since, all variables are 
expressed in natural logarithms, the estimated long-
run coefficients may interpret as elasticities.

The long-run cointegration vector is estimated using 
the panel dynamic ordinary least squares (DOLS) es-
timation method (Mark & Sul, 2003). The DOLS esti-
mates are used in order to obtain the residuals as the 
ECTs. The DOLS estimator corrects standard ordinary 
least squares (OLS) estimator for bias induced by endo-
geneity and serial correlation on the leads and lags of 
the first-differenced regressors to control for potential 
endogeneities. Then, the OLS estimator is applied using 
the residuals from the first-step regression. Following 
Engle & Yoo (1987), the Akaike information criterion 
(AIC) (Akaike, 1974) is used to determine the optimal 
specifications of equations (1) and (2).

Panel Causality Tests
The ADF-Fisher test (Maddala & Wu, 1999) only in-
dicates whether (or not) the variables are cointegrat-
ed and whether (or not) a long-run relationship ex-
ists between them. It does not indicate the direction 
of causality. Thus, having estimated equations (1) and 
(2) for each pair of the variables considered, and ob-
taining the estimated residuals (ηi,t and ϕi,t), the paper 
proceeds in estimating the panel-based vector error-
correction model (VECM) (Engle & Granger, 1987) 
with the one-period lagged residuals (Holtz-Eakin et 
al., 1988). The panel-based VECM consists of the fol-
lowing two equations: 

Δlgdpi ,t (Δlempli ,t )=α1,i + θ1,1,i ,kk=1

h∑ Δlgdpi ,t−k(Δlempli ,t−k )+

θ1,2,i ,kk=1

h∑ Δlbtsi ,t−k(Δlltsi ,t−k )+λ1,iηi ,t +u1,i ,t

 

(3)

Δlbtsi ,t (Δlltsi ,t )=α 2,i + θ2,1,i ,kk=1

h∑ Δlbtsi ,t−k(Δlltsi ,t−k )+

θ2,2,i ,kk=1

h∑ Δlgdpi ,t−k(Δlempli ,t−k )+λ2,iϕi ,t +u2,i ,t

 

(4)

where lgdp, lempl, lbts, and llts are the natural 
logarithms of GDP, employment, business tourism 
spending, and leisure tourism spending, respective-
ly, Δ is the difference operator, ηi,t and ϕi,t are the 
lagged residuals derived from the long-run cointe-
grating relationships in equations (1) and (2), θ1,1,i,k), 
θ1,2,i,k, θ2,1,i,k, and θ2,2,i,k are the short-run adjust-
ment coefficients, λ1,i and λ2,i measure how fast the 
values of the variables of the system come back to 
the long-run equilibrium levels when they deviate 
from them, k denotes lag length, u1,i,t and u2,i,t are 
the disturbance terms assumed to be uncorrelated 
with mean zero.

By using the variables in their differenced form, 
the paper takes care of the OLS estimation problem, 
which is due to the correlation between country-spe-
cific effects and explanatory variables. Nevertheless, 
differencing introduces the problem of simultaneity 
because the lagged dependent variables are correlated 
with the differenced ECTs. Furthermore, heterosce-
dasticity in the errors across the cross-section mem-
bers is expected to occur. Hence, the application of an 
instrumental variable estimator, to cope with these 
problems, is necessary. A widely-used estimator is the 
panel GMM estimator (Arellano & Bond, 1991). In the 
system of equations (3) and (4), pre-determined lags 
of the system variables are used as instruments to ob-
tain consistent results. Following, again, Engle & Yoo 
(1987), the paper uses the AIC (Akaike, 1974) to deter-
mine the optimal specifications of equations (3) and 
(4).

The source of causation can be identified by testing 
the significance of the coefficients of the independent 
variables, Δlgdpi,t-k (∆lempli,t-k) and Δlbtsi,t-k (Δlltsi,t-k), 
in equations (3) and (4). Checking for short-run cau-
sality, the null hypothesis is tested to detect wheth-
er short-run causality runs from Δlgdpi,t-k (∆lempli,t-
k) (H0:θ1,2,i,k=0, ∀i,k) and/or from Δlbtsi,t-k (Δlltsi,t-k) 
(H0:θ2,2,i,k)=0, ∀i,k). Checking for long-run causality, 
the significance of the speed of adjustment is tested 
(whether λ1,i = 0 and λ2,i = 0). Checking for strong cau-
sality, joint tests are applied by including the coeffi-
cients of the explanatory variables and the respective 
ECT of each equation. This specific notion of causali-
ty denotes which variables bear the burden of a short-
run adjustment to re-establish a long-run equilibrium, 
following a shock to the system (Asafu-Adjaye, 2000; 
Oh & Lee, 2004a & 2004b). Since all variables are rep-
resented in a stationary form, standard Wald F-tests 
(Wald, 1945) can be used when testing the various 
null hypotheses.
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Results

Panel Unit Root Tests’ Results
The empirical analysis begins with conducting the 
LLC test (Levin et al., 2002), the Breitung test (Bre-
itung, 2000), the IPS test (Im et al., 2003), the ADF-
Fisher test (Maddala & Wu, 1999), and the PP-Fisher 
test (Choi, 2001). As it can be inferred from the tests’ 
statistics (Tables 2A and 2B), the unit root hypothe-
sis cannot be rejected. Particularly, in almost all cas-
es, three out of the five or four out of the five unit root 
tests conducted report evidence of unit roots. Thus, 
from the unit roots tests, it can be concluded that the 
variables considered are I(1). This indicates a possible 
long-run cointegrating relation. 

Panel Cointegration Tests’ Results 
Having established for the different sets of variables, 
the existence of long-term relationships is examined 
by employing the ADF-Fisher test (Maddala & Wu, 
1999). The results show (Table 3) that the trace statistic 
and the maximum eigenvalue statistic of the null hy-

pothesis are statistically significant for all sets of var-
iables. This means that the null hypothesis is reject-
ed, at the 5% significance level, indicating that there is 
a cointegration relationship between the pairs of the 
variables considered. Indeed, the empirical realiza-
tions of the trace statistic and the maximum eigenval-
ue statistic provide evidence in favor of a long-run re-
lationship.

The long-run cointegrating relationships in equa-
tions (1) and (2) are estimated using the DOLS esti-
mator (Mark & Sul, 2003) to correct standard OLS for 
the bias induced by endogeneity and serial correlation. 
The long-run elasticity estimation results (Tables 4A 
and 4B) indicate that the coefficients of both expend-
iture proxies are positive and statistically significant 
at the 5% level for all dependent variables. Specifical-
ly, both and affect and in a positive way. Particular-
ly, an increase in by 1% increases and by 0.724% and 
0.075%, respectively, while an increase in by 1% in-
creases and by 0.767% and 0.082% respectively. Also, 

Table 2A. Panel unit root test results (levels) 

levels

Variable LLC Test Breitung Test IPS Test ADF-Fisher Test PP-test Test

lgdp
Statistic -2.48 1.48 1.73 21.42 19.08

Prob. 0.01** 0.93 0.96 0.99 1.00

lempl
Statistic -0.52 3.06 1.29 22.05 31.63

Prob. 0.30 1.00 0.90 0.98 0.76

lbts
Statistic -0.71 1.51 1.01 29.78 50.48

Prob. 0.24 0.93 0.84 0.83 0.08

llts
Statistic -2.00 3.66 1.40 32.16 45.44

Prob. 0.02** 1.00 0.92 0.74 0.19

** indicates statistical significance at the 5% level.

Source: Authors’ elaboration

Table 2B. Panel unit root test results (1st differences) 

1st differences

Variable LLC Test Breitung Test IPS Test ADF-Fisher Test Fisher-type Test

lgdp
Statistic -6.13 -4.60 -1.67 57.06 83.65

Prob. 0.00** 0.00** 0.05** 0.02** 0.00**

lempl
Statistic -4.77 -3.14 -1.54 55.28 83.31

Prob. 0.00** 0.00** 0.06 0.03** 0.00**

lbts
Statistic -11.27 -8.62 -7.35 115.12 147.45

Prob. 0.00** 0.00** 0.00** 0.00** 0.00**

llts
Statistic -11.16 -8.17 -6.45 108.24 173.89

Prob. 0.00** 0.00** 0.00** 0.00** 0.00**

** indicates statistical significance at the 5% level.

Source: Authors’ elaboration
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both and affect and in a positive way. Particularly, an 
increase in by 1% increases and by 0.909% and 0.977%, 
respectively, while an increase in by 1% increases and 
by 0.892% and 0.826%, respectively. 

Panel Causality Tests’ Results
The long-run causal relationships between the pairs 
of the variables considered is examined with the 
use of panel VECM. Defining the lagged residuals 
(, ) from the estimated long-run cointegration equa-
tions (i.e. equations 3 and 4), the VECMs are esti-
mated for the different variable sets (Tables 5A and 
5B). The results indicate the short-run and long-run 
Granger causality tests (Granger, 1969). The opti-
mal lag structure of one year is chosen using the AIC 
(Akaike, 1974). Short-run causality is determined by 

the statistical significance of the estimated coeffi-
cients of the first differences of variables. Long-run 
causality is determined by the statistical significance 
of the respective ECTs, using t-tests. The coefficients 
of the ECTs give the adjustment rate at which short-
run dynamics converge to the long-run equilibrium 
relationship. 

The ECTs are statistically significant and negative 
in all cases, indicating a long-run relationship of all 
the pairs of the variables considered. Particularly, it 
comes that both business tourism spending and lei-
sure tourism spending are statistically significant de-
terminants of GDP and employment, and vice ver-
sa. Thus, the “feedback” or “reciprocal” hypothesis is 
confirmed for the Eurozone countries during the pe-
riod under consideration. 

Table 3. ADF-Fisher panel cointegration test results

Variables
Fisher statistics 
(from trace test)

p-value
Fisher statistics (from 

maximum eigenvalue test)
p-value

lgdp & lbts
none 207.4** 0.00 188.3** 0.00

at most 1 84.08 0.00 84.08 0.00

lgdp & llts 
none 109.7** 0.00 99.27** 0.00

at most 1 60.51 0.01 60.51 0.01

lempl & lbts 
none 142.3** 0.00 127.5** 0.00

at most 1 70.22 0.00 70.22 0.00

lempl & llts 
none 101.9** 0.00 84.05** 0.00

at most 1 71.11 0.00 71.11 0.00

** indicates rejection of the null hypothesis of no cointegration at least at the 5% level of statistical significance.

For each data set, in each panel, the null hypothesis () is tested using the observed trace statistic and maximum 
eigenvalue statistic. If the null hypothesis is rejected, the alternative hypothesis () is examined. 

Source: Authors’ elaboration

Table 4A. Long-run elasticity estimation results (estimations of equation 1)

Independent Variables lgdp lempl

Dependent Variables estimates t-stat estimates t-stat

lbts 0.724 11.250** 0.075 2.604**

llts 0.767 15.418** 0.082 3.239**

** denotes statistical significance at the 5% level.

Source: Authors’ elaboration

Table 4B. Long-run elasticity estimation results (estimations of equation 2)

Independent Variables lbts llts

Dependent Variables estimates t-stat estimates t-stat

lgdp 0.909 12.905** 0.977 17.195**

lempl 0.892 2.186** 0.826 1.780*

** and * denote statistical significance at the 5% and 10% level, respectively.

Source: Authors’ elaboration
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Conclusions 

The paper investigates the nexus of business and lei-
sure tourism spending with GDP and employment for 
the Eurozone countries, during the period 2000-2018, 
employing sophisticated, established, panel data anal-
ysis techniques. The findings of the paper indicate that 
both business tourism spending and leisure tourism 
spending are statistically significant determinants of 
GDP and employment, and vice versa, thus confirm-
ing the “feedback” or “reciprocal” hypothesis. Par-
ticularly, the findings of the paper indicate a bi-direc-
tional, reciprocal, causality between business tourism 
spending and leisure tourism spending, on the one 
hand, and GDP and employment, on the other. 

The findings of the paper call for a set of well-target-
ed and carefully-designed policy interventions focus-
ing on promoting both business tourism and leisure 
tourism. This is so as tourism expansion policies may 

boost economic growth and higher economic growth 
may boost tourism expansion, in a self-sustained fash-
ion. Tourism planners ought to demonstrate openness 
in new trends and challenges to meet visitors’ needs 
and demands, whereas, at the same time, economists 
and entrepreneurs should embed innovation in in-
vestment plans concerning the provision of servic-
es, facilities, and infrastructure to enhance tourism 
expansion through memorable tourism experiences. 
This is, apparently, not an easy-to-achieve task, con-
sidering that exogenous economic shocks (COVID-19 
is the most notable one) lead to pressures on tourism 
and economic activity. Overall, it remains to be seen 
whether and to what extent the individual economies 
of the Eurozone have the same capacity to reap the 
benefits of tourism expansion. To this end, the paper 
sets the basis for further empirical research.

Table 5Α. Panel VECM estimation results (estimations of equation 3)

Dependent Variable Independent Variable Coefficient t-statistic

∆lgdp
SR ∆lbts 0.201 10.397**

LR ECT -0.135 -5.450**

∆lempl
SR ∆lbts 0.086 8.520**

LR ECT -0.150 -5.494**

∆lrgdp
SR ∆llts 0.455 15.390**

LR ECT -0.115 -4.920**

∆lempl
SR ∆llts 0.165 10.532**

LR ECT -0.190 -7.860**

SR and LR denote short-run and long-run, respectively.

** denotes statistical significance at the 5% level.

Source: Authors’ elaboration

Table 5B. Panel VECM estimation results (estimations of equation 4)

Dependent Variable Independent Variable Coefficient t-statistic

∆lbts
SR ∆lgdp 1.212 11.273**

LR ECT -0.261 -6.188**

∆lbts
SR ∆lempl 1.335 5.891**

LR ECT -0.171 -5.282**

∆llts
SR ∆lgdp 0.776 14.570**

LR ECT -0.181 -5.837**

∆llts
SR ∆lempl 1.015 8.983**

LR ECT -0.078 -3.306**

SR and LR denote short-run and long-run, respectively.

** denotes statistical significance at the 5% level.

Source: Authors’ elaboration
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