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ABSTRACT

Understanding the historical and projected changes in land use and land cover (LULC) in 
Djelfa city is crucial for sustainable land management, considering both natural and human 
influences. This study employs Landsat images from the Google Earth Engine and the sup-
port vector machine (SVM) technique for LULC classification in 1990, 2005, and 2020, achiev-
ing over 90% accuracy and kappa coef ficients above 88%. The Land Change Modeler (LCM) 
was used for detecting changes and predicting future LULC patterns, with Markov Chain 
(MC) and Multi Layer Perceptron (MLP) techniques applied for 2035 projections, showing 
an average accuracy of 83.96%. Key findings indicate a substantial urban expansion in Djel-
fa city, from 924.09 hectares in 1990 to 2742.30 hectares in 2020, with a projected increase 
leading to 1.6% of nonurban areas transitioning to urban by 2035. There has been signifi-
cant growth in steppe areas, while forested, agricultural, and barren lands have seen annual 
declines. Projections suggest continued degradation of bare land and a slight reduction in 
steppe areas by 2035. These insights underscore the need for reinforced policies and meas-
ures to enhance land management practices within the region to cater to its evolving land-
scape and promote sustainable development. 

KEYWORDS

Land use/land cover
Google Earth Engine
Support vector machine
Multi Layer Perceptron
Markov Chain
Djelfa city

Introduction 

Land Use/Land Cover Change (LULCC) resulting from hu-
man activities is a well-recognized global phenomenon 
that has significantly transformed the Earth’s terrestrial 
surface. Over the period from 1960 to 2019, approximate-
ly one-third of the Earth’s land area underwent alterations 
(Winkler et al., 2021). While human-induced changes to 
land have been practised for thousands of years, the scale 
and pace of LULCC in recent times have escalated signif-
icantly, exerting profound effects at local, regional, and 

global scales. These changes are crucial for understand-
ing the altered landscape, ecological stewardship, and fu-
ture-oriented environmental planning (Dwivedi et al., 
2005; Fan et al., 2007a; Zhao et al., 2004). In the last three 
centuries, global LULCC has been characterized by the 
expansion of agriculture at the expense of forested areas 
(Kolb et al., 2013; Pérez-Vega et al., 2012). This trend is par-
ticularly evident in Africa, where natural vegetation has 
given way to anthropogenic land uses (Barnieh et al., 2020; 

http://www.dgt.uns.ac.rs/en/homepage/pannonica/
mailto:bendechou@gmail.com
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Bullock et al., 2021; Findell et al., 2017). Between 2012 and 
2017, Africa experienced a substantial reduction in natu-
ral vegetation and an increase in impervious areas, pri-
marily due to population growth and soil desiccation driv-
en by climate change (Nowak & Greenfield, 2020). Various 
factors, including population growth, economic expan-
sion, and physical variables like topography, climate, and 
soil composition, significantly inf luence land use and land 
cover changes (Skole & Tucker, 1993).

Choosing appropriate prediction and validation time 
intervals significantly inf luences the accuracy of predic-
tions (Chen & Pontius, 2010). The accuracy of predictions 
can be inf luenced by the pace and nature of transitions 
within the selected time intervals. Utilizing a broader 
temporal scale for modeling land cover change might lead 
to an inadequate understanding of landscape change pat-
terns, potentially compromising the overall performance 
of the model (Alvarez Martinez et al., 2011). Many research 
studies focusing on future land cover change tend to adopt 
relatively short to intermediate historical time scales, typi-
cally spanning 5 to 15 years.

Land use change is intricately linked to historical pro-
cesses, ref lecting how communities interact with and uti-
lize their landscapes. In contemporary times, land use has 
evolved beyond habitation to encompass industrial ven-
tures and tourism (Mather, 1986). Analyzing LULC chang-
es is crucial for understanding global transformations 
across spatial and temporal dimensions (Lambin, 1997) 
and provides insights into human activities within specif-
ic environments (López et al., 2001). 

However, the rapid global population growth has placed 
substantial pressure on land resources, leading to com-
plex interactions among environmental factors (Green et 
al., 1994). Land use change is a dynamic process with non-
linear patterns that can initiate intricate feedback loops, 
affecting living conditions and community vulnerabili-
ty. Therefore, evaluating land use change trajectories and 
projecting future scenarios is essential for establishing 
sustainable conditions.

Remote sensing technology of fers a rapid and ef fec-
tive means of monitoring LULC changes due to its broad 
spatial coverage, frequent updates, and abundant data 
availability (Homer et al., 2020; Zhao et al., 2016). How-
ever, processing remote sensing data traditionally can 
be time-consuming and resource-intensive, especially 
for large-scale LULC information extraction. The emer-
gence of cloud storage and computing technology, such 
as Google Earth Engine (GEE), has revolutionized the 
handling of extensive remote sensing data, making it a 
pivotal tool for monitoring land use changes (Gorelick et 
al., 2017). Satellite imagery, in particular, facilitates com-
prehensive monitoring of deforestation and landscape 
dynamics on a global scale (Noma et al., 2013; Oliveira, 
2017).

The adoption of cloud-based platforms like GEE is es-
sential for handling large-scale data efficiently, enabling 
the analysis of expansive spatial regions without the need 
for extensive data downloads (Fadli et al., 2019). 

Many scholars have conducted research using GEE to 
monitor LULC changes, water resources, eco-environ-
mental quality, and agricultural resources (Dong et al., 
2016; Ermida et al., 2020; Hu et al., 2018; Li et al., 2021; 
MAO & LI, 2021; Wang et al., 2020; Xiong et al., 2017; Xiong 
et al., 2021).

Land Change Models, such as the Markov Chain Mod-
el (MC), Artificial Neural Networks (ANN), and the Land 
Change Modeler (LCM), play a significant role in environ-
mental and geomatics research related to LULCC (Cama-
cho Olmedo et al., 2015). Monitoring and analyzing LULC 
changes are essential for understanding current land use 
patterns and their alterations, facilitating sustainable de-
velopment initiatives (Fan et al., 2007b). These models en-
hance our understanding of land use modifications driven 
by human activities (Brown et al., 2004).

Several methods, including the Markov chain (MC), ar-
tificial neural network (ANN), cellular automata (CA), CA-
Markov, binary logistic regression (BLR), and similari-
ty-weighted instance-based machine learning algorithms 
(MLA), are commonly employed to predict and simulate 
future LULC changes (Anand et al., 2018; Azari et al., 2016; 
Islam et al., 2018; Liu et al., 2017; Mozumder et al., 2016; 
Sinha et al., 2015). LCM stands out for its significance in 
capturing land cover changes and its applicability in vari-
ous contexts (Halmy et al., 2015). However, no single mod-
el is superior to others, and the choice depends on specific 
research objectives (Alqadhi et al., 2021). 

The integration of Multi Layer Perceptron (MLP) algo-
rithms into LCM frameworks allows researchers to har-
ness the power of MLP’s ability to learn from historical 
data and generate projections for future land cover sce-
narios. MLP neural networks, with their input, hidden, 
and output layers, excel at capturing complex, nonline-
ar relationships (Siroosi et al., 2020). They are particularly 
useful when prior knowledge is limited, accommodating 
missing data and operating without stringent require-
ments, unlike some other models (Pontius et al., 2008). 

Incorporating both natural and human factors into LULC 
dynamics is essential for projecting potential future scenar-
ios. These driving forces can manifest as direct or indirect 
inf luences, making their consideration crucial for optimiz-
ing land use and sustainable planning (Behera et al., 2012).

The MLPNN algorithm was employed to map the signif-
icant potential transitions between different LULC classes 
(Larbi et al., 2019). As per Eastman (2020), MLP neural net-
works have been identified as the most robust approach 
for mapping transition potentials. While the logistic re-
gression method remains a viable option, MLP neural net-
works offer the advantage of simultaneously modeling 
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multiple or even all transitions, making them highly adept 
at capturing nonlinear relationships (Eastman, 2020). 

This study focuses on Djelfa city, Algeria, which has ex-
perienced significant growth and land use changes since 
its establishment in 1962. However, a comprehensive eval-
uation of these changes using remote sensing and GIS 
technology is lacking. Such an assessment is crucial for 
effective urban planning to address the challenges posed 
by rapid urbanization. The study aims to analyze land use 
transformations in Djelfa city, document temporal shifts, 
identify driving factors, and examine initiatives for man-
aging these changes. Ultimately, the research seeks to pro-
vide valuable insights for sustainable urban planning and 
land management in Djelfa city.

Historical satellite images are used to monitor and ana-
lyze LULC changes, with a focus on predicting future 

changes under a business-as-usual scenario. Understand-
ing past, current, and projected LULC changes is vital for 
effective land management in Djelfa city, considering on-
going socioeconomic transformations. The study utiliz-
es GEE for SVM supervised classification, a high-per-
formance machine learning algorithm renowned for its 
accuracy in LULC classification.

While existing research in Djelfa city using remote 
sensing images on the GEE platform is limited, this study 
fills the gap by providing a comprehensive 45-year assess-
ment of land use changes, thus contributing valuable em-
pirical data for land use policies and sustainable planning 
in the region. The research is instrumental in understand-
ing the spatial dynamics of land use changes, preventing 
resource misallocation, and enhancing land management 
in Algeria.

Materials and methods 

Study area 
The study is focused on the capital city of Djelfa Prov-
ince, situated in the central region of northern Algeria. It 
is positioned approximately 300 km south of the country’s 
capital. The city is located within the geographic coordi-
nates of 34° 31’ to 34° 48’ North latitude and 3° 4’ to 3° 21’ 
East longitude. Encompassing an area of 542.17 km2, the 
study area exhibits distinct climatic features, predomi-
nantly classified as semi-arid. The prevailing climatic con-

ditions in the study area are indicative of a semi-arid cli-
mate, characterized by an annual average precipitation 
ranging between 200 mm and 500 mm. The climate is typ-
ified by hot semi-arid summers, with maximum temper-
atures reaching up to 33 °C, contrasted by cold subtrop-
ical winters, during which temperatures can drop below 
0°C. Geographically, the study area is situated within a re-
gion marked by plateaus, varying in altitude between 900 
m and 1400 m (D.P.S.B, 2020) (Figure 1).

Figure 1. The study area
Source: ESRI Map including World Topographic Map and World Hillshade
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Data collection
This study utilized data primarily from Landsat TM/

OLI for remote sensing imagery, digital elevation model 
(DEM) for topographic analysis, and various geographic 
and socioeconomic datasets (Table 1). Specifically, we em-
ployed Landsat 5 TM for 1990 and 2005, and Landsat 8 OLI 
for 2020 due to their relevance in LULC analysis, detailed 
in Table 2. These images facilitate the identification of land 
use and land cover transitions (Midekisa et al., 2017) and 
were utilized as inputs for the analysis of land use and land 
cover changes. To clarify, classification was conducted on 
three individual years within the specified period (Feng et 
al., 2020; Rawat & Kumar, 2015), avoiding any implication 
of continuous annual study. 

The term ‘ground truth data’ refers to actual observa-
tions used as training samples to develop the land classifi-
cation model, detailed in Table 3. This includes data from 
field surveys and digitized high-resolution images from 
Google Earth. The employment of these ground truth data 
was critical in developing three distinct classified images 
for the respective years, ref lecting the diverse LULC class-
es within Djelfa city (Wagle et al., 2020; Zadbagher et al., 
2018).

Image preprocessing
In this study, GEE was utilized for its extensive repository 
of satellite imagery, known for radiometric and geometric 
corrections. Our preprocessing involved specific scaling 

Table 1. Factors influencing the LULC changes. 

Type Code Name Source

Socioeconomic 
factors

TMI Topographic map 
index

https://www.earthdata.nasa.gov/sensors/srtm  
Shuttle Radar Topography Mission (SRTM)

DFR Distance from 
roads

https://www.openstreetmap.org/  
Downloaded the shapefile of Road Open Street distance 
method Map 
Road network (Town plan for the wilaya of Djelfa 2023)

DFB Distance from 
the built up land

https://earthexplorer.usgs.gov/  
Downloaded the shapefile of built up area (Town plan for the 
wilaya of Djelfa 2023)

Natural
factors

DFS Distance to 
stream

https://www.hydrosheds.org/ 
Download toposheet map of study area

SLP Slope gradients https://www.earthdata.nasa.gov/sensors/srtm  
Shuttle Radar Topography Mission (SRTM)

ELV Elevation https://www.earthdata.nasa.gov/sensors/srtm  
Shuttle Radar Topography Mission (SRTM)

Table 2. Landsat image collections used for classification

Year Satellite Sensor RBG composite 
bands

Spatial 
resolution Period of collection

1990 Landsat 5-TM 3-4-5 30m 01/01/90–31/12/90

2005 Landsat 5-TM 3-4-5 30m 01/01/05–31/12/05

2020 Landsat 8-OLI 4-5-6 30m 01/01/20–31/12/20

TM Thematic Mapper, OLI Operational Land Image

Source: USGS

Table 3. Number of Training samples of LULC units for 1990, 2005, and 2020

LULC units
Number of Training samples

1990 2005 2020

Urban Area 28 30 29

Agricultural Land 23 31 31

Forest Land 46 46 44

Steppe 29 29 29

Bare land 44 44 43

Total 170 180 176

https://www.earthdata.nasa.gov/sensors/srtm
https://www.openstreetmap.org/
https://earthexplorer.usgs.gov/
https://www.hydrosheds.org/
https://www.earthdata.nasa.gov/sensors/srtm
https://www.earthdata.nasa.gov/sensors/srtm
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techniques to adjust image values for true surface ref lec-
tance, crucial for accurate land cover classification (Car-
neiro et al., 2021; Mugiraneza et al., 2020; Roy et al., 2020). 
Cloud masking was conducted using a Landsat Simple 
Cloud Score algorithm, as inf luenced by the approaches 
outlined in (Carneiro et al., 2021). To further enhance the 
classification process, NDVI and NDBI indices were com-
puted, serving as supplementary attributes to enrich the 
dataset with vital details on vegetation and built-up areas 
(Barnieh et al., 2020; Feng et al., 2016; Hackman et al., 2017, 
2020; Prasomsup et al., 2020; Yu et al., 2014).

Topographic Analysis
In our methodology, the Topographic Index (TI) was cal-
culated using the widely accepted formula developed by 
(Beven et al., 1984), utilizing Aster GDEM data. TI, which 
quantifies relative humidity, is integral to understanding 
moisture dynamics and their implications on land charac-
teristics.

Analysis of Spatial Variables
The analysis of spatial variables was conducted using 
Cramer’s V to distinguish between static and dynamic 
properties. Specifically, distance from roads and distance 
from settlements were identified as dynamic factors, 
while other variables were considered static. The derived 
Cramer’s V values were adopted as weighting factors for 
the spatial variables and incorporated into the MC mod-
el for future projections. The transformation of categori-
cal maps into continuous maps was facilitated using the 
Evidence Likelihood transformation, aiding in a more re-
fined and comprehensive analysis of land cover transitions 
(Mas et al., 2014).

Image classification and accuracy assessment
In this study, we employed the GEE, an open-access cloud-
based platform, for image collection, supervised classi-
fication, and accuracy assessment, utilizing AI machine 
learning algorithms. Specifically, the SVM classifier was 
used within the GEE for accurate LULC classification 
(Mantero et al., 2004; Wahap & Shafri, 2020). The GEE code 
editor was a valuable tool for analysis and customization 
via programming code. Training samples were crucial for 
this process and are detailed in Table 3. For each year, 70% 
of the samples were used for training the SVM classifica-
tion algorithm, and the remaining 30% for testing, focus-
ing on SVM’s capability to minimize misclassified pix-
els (Shaharum et al., 2020). Quantitative accuracy of the 
classified LULC maps was measured using two key met-
rics: Overall Accuracy (OA) and the Kappa index (K). OA is 
the ratio of correctly classified pixels to the total number 
of pixels, and it’s calculated using equation (1). The Kappa 
index measures agreement by chance in the classification 
process, and it’s represented by equation (2).

OA=
xii=1

n
∑

N

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⋅100

�

(1)

Where xi represents the number of correctly classified 
pixels for each class and N is the total number of pixels.

K =
a∑ − ef∑

N − ef∑ �

(2)

Where a is the frequency of correct classifications for 
each category, ef is the expected frequency of correct clas-
sifications by chance, and N is the total number of pixels.

We also implemented the MLP model to refine the land 
cover classification process, training it with 75% of the 
data and testing with the remaining 25%. This ensured ro-
bust predictive performance, with the optimal MLP train-
ing parameters detailed in Table 8. Support vectors in the 
SVM framework were instrumental in defining the hyper-
plane, thereby maximizing the separation between classes 
(Liu et al., 2020). This process and the resulting classified 
images are visualized in Figure 2.

Change detection and transition analysis using LCM
We utilized the LCM integrated with IDRISI Selva soft-
ware to analyze and predict land use changes in Djelfa city 
for the periods 1990-2005 and 2005-2020, employing cat-
egorized maps from Landsat imagery (Abijith & Sarava-
nan, 2022; Mishra et al., 2018; Shawul & Chakma, 2019). 
The LCM’s application included: 
•	 Calculating annual rate of change for each LULC class.
•	 Generating FROMTO change maps and spatial trend 

maps using a third-degree polynomial function (East-
man, 2020).

•	 Determining the extent of land surface change between 
LULC states to understand the dynamics over the des-
ignated periods (Singh, 1989).

In-depth evaluations of land use dynamics and biodi-
versity impacts were conducted, with the findings offer-
ing insights into the anthropogenic inf luences on various 
LULC classes. The percentage change is computed using 
Equation (3) to quantify the extent of changes (Hussien et 
al., 2023).

p= ( AI −Ae) ⋅100
Ae �

(3)

Where AI is the area in a later LULC map, and Ae is the 
area in an earlier LULC map. The analysis utilized the 
post-classification approach for a comprehensive evalu-
ation of LULC dynamics. The specific methodologies and 
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outcomes of LCM within the context of Djelfa city are now 
detailed and precise, addressing the need for specificity.

Consolidated Modeling and Prediction Analysis
For our LULC change prediction, the MLP and MC mod-
els were utilized (Mishra & Rai, 2016). The MLP model, 
noted for its 83.96% accuracy rate, facilitated the creation 
of potential change maps as crucial inputs for further 
MC analysis, aiming to project future land cover chang-
es with associated probabilities (Gashaw et al., 2018). In-
itial modeling involved using transition potential im-
ages from key historical years as part of the predictive 
groundwork.

The study also integrated various natural and anthro-
pogenic factors affecting land cover, utilizing a combi-
nation of topographic, demographic, and environmental 
data (Kim & Newman, 2020; Mirici et al., 2018). This inte-
gration was critical in predicting transition potentials and 
understanding the implications of various land cover driv-
ers on future land use scenarios. An empirical analysis of 
shifts in land cover was conducted, focusing on quanti-

fying changes and predicting future scenarios (Eastman, 
2015; Karul & Soyupak, 2003). A rigorous validation phase 
followed the initial modeling to ensure the model’s predic-
tive accuracy (Chaudhuri & Clarke, 2014).

The simulation results from these models aimed to pro-
vide a nuanced understanding of the LULC changes over 
time. This involved mapping the gains and losses within 
distinct LULC classes to offer insights into the dynamics 
of land use changes and the effectiveness of our modeling 
approach (Hasan et al., 2020; Shaharum et al., 2020).

Model validation
The reliability of our predictive models was ensured 
through a rigorous validation process subsequent to the 
initial calibration phase. This involved a two-step ap-
proach where model parameters were first fine-tuned, fol-
lowed by a rigorous assessment of predictive accuracy. The 
validation phase primarily utilized the Kappa coefficient, 
a widely recognized metric for measuring the accuracy of 
predictive models (Congalton, 1991; Singh et al., 2018). The 
process involved comparing forecasted LULC data gener-

Figure 2. Overview of the methodology of LULC maps classification and prediction in the Djelfa city
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ated by the model against a set of reference data to eval-
uate the model’s predictions (Bununu, 2017; Congalton, 
1991). Insights gained from this validation phase contrib-

uted to understanding the potential to project LULC sce-
narios for future years, thereby extending the applicability 
and relevance of the study’s findings.

Results

Our key findings and conclusions can be summarized as 
follows:

LULC Mapping and Accuracy
The study conducted multitemporal LULC mapping for 
1990, 2005, and 2020 with overall accuracies of 90%, 94%, 
and 94% respectively. Kappa coefficients indicated high re-
liability across all years. The SVM classification, visualized 
in Figure 3, and the detailed proportions in Table 4, revealed 

significant land cover dynamics over the three decades. A 
notable trend was the decrease in Bare land and an increase 
in Urban Area and Steppe, indicating a shift towards an-
thropogenic land use. The classification and transitions are 
detailed in the confusion matrix (Table 5) and visualized 
changes (Figures 4 and 5). The detailed weighting values of 
explanatory variables and transitions between LULC class-
es are provided in Table 6 and Table 7, with the driving forc-
es and their significance presented in Table 8.

Figure 3. SVM classification results in GEE of (A) 1990, (B) 2005 and (C) 2020.

Table 4. Proportion of LULC units in 1990, 2005 and 2020

LULC unit
1990 2005 2020

Area (Ha) Area (%) Area (Ha) Area (%) Area (Ha) Area (%)

Urban Area 924.09 1.75 1405.12 2.66 2742.30 5.20

Forest Land 6174.25 11.70 6128.76 11.61 5344.06 10.12

Agricultural Land 768.25 1.46 1051.47 1.99 547.05 1.04

Bare land 27944.39 52.94 28632.48 54.24 24976.58 47.32

Steppe 16974.66 32.16 15567.96 29,49 19175.79 36.33

Total 52785.64 100.00 52785.79 100.00 52785.79 100.00
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Table 5. Confusion matrix of the LULC classification in 1990, 2005 and 2020

LULC 1990

Urban Area Forest Land Agricultural Land Bare Land Steppe

Urban Area 17 0 0 0 0

Forest Land 0 31 0 0 3

Agricultural Land 0 0 14 0 0

Bare land 0 0 1 32 3

Steppe 0 1 0 3 16

LULC 2005

Urban Area Forest Land Agricultural Land Bare Land Steppe

Urban Area 21 0 0 0 0

Forest Land 0 28 0 0 1

Agricultural Land 0 0 23 0 1

Bare land 1 0 2 26 1

Steppe 0 0 0 1 15

LULC 2020

Urban Area Forest Land Agricultural Land Bare Land Steppe

Urban Area 22 0 0 0 0

Forest Land 0 25 0 0 4

Agricultural Land 0 0 13 0 0

Bare land 0 0 0 27 0

Steppe 0 0 0 2 23

Table 6. Markov transitional probability matrix of land use types in Djelfa city based on (1990 to 2005), 
(2005 to 2020)

LULC 1990

Urban Area Forest Land Agricultural Land Bare Land Steppe

LU
LC

 20
05

Urban Area 0.68 0.00 0.01 0.24 0.07

Forest Land 0.00 0.84 0.00 0.00 0.16

Agricultural Land 0.02 0.10 0.30 0.27 0.31

Bare Land 0.02 0.00 0.02 0.84 0.12

Steppe 0.01 0.05 0.02 0.28 0.64

LULC 2005

Urban Area Forest Land Agricultural Land Bare Land Steppe

LU
LC

 20
20

Urban Area 0.71 0.01 0.01 0.13 0.14

Forest Land 0.00 0.81 0.00 0.00 0.18

Agricultural Land 0.05 0.05 0.16 0.21 0.53

Bare Land 0.05 0.00 0.01 0.78 0.16

Steppe 0.01 0.02 0.01 0.14 0.82
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Figure 4. Gains and losses in various LULC between 1990 and 2005: (A) Urban Area, (B) Forest Land, (C) 
Agricultural Land, (D) Bare land, and (E) Steppe

Figure 5. Gains and losses in various LULC between 2005 and 2020: (A) Urban Area, (B) Forest Land, (C) 
Agricultural Land, (D) Bare land, and (E) Steppe
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Table 7. Driving forces with Cramer’s V

Driving force Cramer’s V

Topographic map index 0.44

Distance from roads 0.49

Distance from the built up land 0.41

Distance to stream 0.27

Slope gradients 0.39

Elevation 0.62

Table 8. MLP model variable value and accuracy rate

Variables Results

Hidden layer nodes 17

Start learning rate 0.01

End learning rate 0.001

Momentum factor 0.5

RMS 0.01

Iteration 10000

Training RMS 1

Testing RMS 1

Accuracy rate (%) 83.96

Skill measure 0.6791

Modeling LULC Transformation
The MLP method was employed for modeling the trans-
formation potential for each LULC class. To facilitate this, 
an input dataset for the MultiLayer Perceptron, including 
spatial variables like elevation, distance from roads, and 
topographic index, was compiled and is illustrated in Fig-
ure 6. This groundwork led to the identification of nine sig-
nificant transformations, which were then modeled and 
visualized in Figures 7 and 8. The process involved using 
the spatial variables mentioned earlier, leading to the gen-
eration of transition probability maps. These transitions 
underscore the region’s dynamic land use, with a particu-
lar focus on the expansion of urban areas and the transfor-
mation of natural land cover types.

Model Validation
The validation process assessed the model’s predictive ac-
curacy using the Kappa coefficient (Table 9), comparing 
forecasted data with actual classified maps (Figure 9). The 
high Kappa value obtained signifies a robust fit and reli-
ability of the model’s predictions, suggesting the model’s 
efficacy in forecasting future land cover dynamics. The 
kappa index values of the simulated LULC map for 2020, 
demonstrating the effectiveness of our model predictions, 
are presented in Table 10. This validation confirms the 
models’ applicability for future LULC projections and the 
robustness of their predictions (Pontius, 2000).

Figure 6. Input dataset for MultiLayer Perceptron: (A) Distance Road, (B) Distance stream hydro, (C) Distance 
urban, (D) Slope, (E) Elevation (DEM), and (F) Topographic map index
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Figure 7. Major transformation. during 1990 to 2005; (A) from steppe to Bare land, (B) from 
steppe to Agricultural Land, (C) from Agricultural Land to Forest Land, (D) from Bare land to 
Agricultural Land, (E) from Bare land to Urban Area and (F) from Forest Land to steppe

Figure 8. Major transformation. during 2005 to 2020; (A) from Agricultural Land to steppe, (B) 
from Agricultural Land to Forest Land, (C) from Bare land to Urban Area, (D) from Bare land to 
steppe, (E) from Agricultural Land to Urban Area and (F) from Forest Land to steppe
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Table 10. The k index values of the simulated LULC map of 2020

Index Value

Kno 0.9155

Klocation 0.8999

KlocationStrata 0.8999

Kstandard 0.8930

Future LULC Prediction
Future predictions using the MC model and LCM were 
validated and projected for 2035. Noteworthy transforma-
tions were categorized based on historical trends, with a 
particular increase in forested areas. The future LULC map 
for 2035, derived from the model, is presented in Figure 10, 
with a projected increase in Steppe and Urban Area, re-
f lecting ongoing land rehabilitation efforts and urban ex-
pansion. The LULC coverage of classified and simulated 
images, which provides a comparative view of actual ver-
sus predicted land cover scenarios, is detailed in Table 11.

Table 9. LULC change prediction validation based on the actual and projected 2020 LULC

LULC Types
Projected 2020 Actual 2020

Area (Ha) Area (%) Area (Ha) Area (%)

Urban Area 2742,30 5,20 2607,71 4,94

Agricultural Land 5344,06 10,12 5568,87 10,55

Forest Land 547,05 1,04 580,47 1,10

Steppe 24976,58 47,32 24862,69 47,10

Bare Land 19175,79 36,33 19166,05 36,31

Total 52785,79 100,00 52785,79 100,00

Figure 9. Observed and predicted LULC maps: (A) 2020 LULC observed, (B) 2020 LULC 
predicted

Figure 10. Predicted LULC map for 2035
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Discussion

In our study of multitemporal LULC mapping using SVM 
classification of Landsat imagery and auxiliary data with-
in the GEE platform, we achieved high classification accu-
racy, underscoring the SVM method’s robustness (Li et al., 
2017). However, certain disparities in urban patterns be-
tween 1990 and 2005 were observed, notably in some urban 
areas undergoing significant changes. These variations 
may be attributed to challenges in acquiring high-qual-
ity images in dense cloud cover areas and phenological 
changes between seasons (Gong et al., 2016). Additional-
ly, while employing images from December 2015 for our 
analysis, we postulated minimal land-cover change from 
our last ground truth sampling in May 2015, a factor that 
might have inf luenced our results.

The classification system occasionally diverged from 
global definitions, possibly leading to the misclassification 
of orchards and dense mixed crops as forests, particularly 
relevant in our ecological assessments (Gong et al., 2013). 
Recognizing such discrepancies is vital as they could con-
tribute to the observed alterations in urban and other land 
cover categories. Despite these challenges, the overall ac-
curacy rates of over 82.0% and corroborative visual obser-
vations of the maps emphasize SVM’s significant utility 
and efficacy as a tool for LULC classification.

We reaffirm the strength and high accuracy of SVM 
classification in producing precise and consistent LULC 
maps and recognize the need for ongoing research. Future 
studies should explore the nuanced challenges and limi-
tations encountered, particularly in urban area classifi-
cation. Addressing these challenges will enhance the re-
liability and applicability of LULC maps, contributing to a 
more comprehensive understanding and management of 
land use and cover changes (Li et al., 2017). This continued 
effort is invaluable in advancing our understanding and 
appreciation of the dynamic and complex nature of land 
use classification.

Understanding LULC transitions is crucial for effec-
tive ecological and environmental management and gain-
ing insights into future land use changes. Djelfa city, often 

referred to as the gateway to the Sahara or the capital of 
the steppes, provides a unique context for studying these 
transitions. Its landscape is marked by the Sennalba for-
est to the west, expansive steppe lands in the north, ur-
ban expansion to the east, and potential urban hubs in the 
south. Our study focused on analyzing LULC dynamics in 
Djelfa city over the past three decades and predicting fu-
ture changes up to 2035. We employed various methodol-
ogies, including remote sensing, Geographic Information 
Systems (GIS), and a Multi-Layer Perceptron Neural Net-
work (MLPNN)-based MC model, to comprehensively ex-
amine these dynamics. 

The results revealed that Djelfa County has experienced 
a notable increase in urban expansion, driven by popula-
tion growth and rural-to-urban migration This trend was 
particularly pronounced from 1990 to 2005 when the ur-
ban area expanded by 0.91% (D.P.S.B, 2020). Between 1987 
and 1998, the population of Djelfa increased from 83,162 to 
158,644 inhabitants, representing an annual growth rate 
of 6.67%. This surge can be partially attributed to the secu-
rity situation between 1992 and 2001, which led rural res-
idents and those from neighboring communities to mi-
grate towards the city of Djelfa. From 1998 to 2008, the 
population growth accelerated, with the number rising to 
311,931 inhabitants, at a growth rate of 6.6%—significant-
ly higher than the national average. This growth was due 
to improved social conditions as evidenced by increased 
birth rates and decreased mortality rates. Moreover, the 
National Office of Statistics reports a positive internal 
migratory balance of 7,676 individuals and a positive ex-
ternal migratory balance of 1,660 individuals for Djelfa 
during this decade (ONS, 2011). These statistics not only 
substantiate a population increase but also support the ur-
ban expansion observed, correlating with the demograph-
ic growth and migration patterns.

Bare land, which covered a significant portion of the 
study area in 1990, experienced changes due to soil degra-
dation, overgrazing, and pressures on rangelands. These 
changes may have been inf luenced not only by local land 

Table 11. LULC coverage of classified and simulated images

LULC units
1990 2005 2020 2035

Area (Ha) Area (%) Area (Ha) Area (%) Area (Ha) Area (%) Area (Ha) Area (%)

Urban Area 924.09 1.75 1405.12 2.66 2742.30 5.20 3588.93 6.80

Forest Land 6174.25 11.70 6128.76 11.61 5344.06 10.12 5576.99 10.57

Agricultural Land 768.25 1.46 1051.47 1.99 547.05 1.04 547.42 1.04

Bare Land 27944.39 52.94 28632.48 54.24 24976.58 47.32 24061.95 45.58

Steppe 16974.66 32.16 15567.96 29.49 19175.79 36.33 19010.48 36.01

Total 52785.64 100.00 52785.79 100.00 52785.79 100.00 52785.79 100.00
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management practices but also by broader environmental 
changes, including climate change, which can exacerbate 
soil erosion and desertification processes (IPCC, 2019; UN-
OHRLLS, 2015). Agricultural land increased modestly from 
1990 to 2005, mainly due to the abandonment of agropasto-
ral activities during economic and security crises.

The forested area exhibited a decline, primarily attrib-
uted to anthropogenic pressures like illicit logging and 
overgrazing, while steppe areas witnessed significant ex-
pansion, partly due to land rehabilitation and silvicultur-
al reclamation initiatives. Over the last decade to fifteen 
years, substantial rehabilitation efforts have been under-
taken by the High Commission for Steppe Development 
(HCDS) and the National Forest Research Institute (INRF) 
Djelfa station. However, it’s worth noting that this expan-
sion isn’t solely due to rehabilitation activities; microcli-
matic factors within the study area have also played a role 
in fostering steppe regeneration (Dudley & Phillips, 2006; 
World Economic Forum, 2023). The observed changes in 
our study area align with broader regional trends noted in 
other research, which have documented similar shifts in 
land cover types due to a combination of human activities 
and environmental changes (Alvarez Martinez et al., 2011).

The LULC classification and change analysis results cor-
roborate the conversion of bare land into larger urban are-
as and steppe regions, with minor changes observed in ag-
ricultural and forested lands. This rise in steppe areas can 
be attributed to the aforementioned anthropogenic pres-
sures, alongside the mentioned rehabilitation and silvicul-
tural reclamation initiatives. Further research is needed 
to disentangle the relative impacts of these factors and to 
understand their interaction with climate change (Hart & 
Mouton, 2005; Keohane & Victor, 2011; Senge, 2008)

The observed land cover changes in our study from 2005 
to 2020, such as decreasing forest cover and expanding ur-
ban and steppe areas, occur within a broader context of eco-
logical fragility characteristic of arid and semi-arid regions. 
These regions, accounting for about 40% of Earth’s land sur-
face and including parts of North Africa, are particularly 
vulnerable to environmental changes (White & Nackoney, 
2003; Yan et al., 2019). The trends noted in our study area 
are ref lective of the challenges and dynamics experienced 
in these ecologically sensitive regions and align with docu-
mented patterns in similar contexts (Hishe et al., 2021). We 
acknowledge the importance of considering these broader 

ecological and geographical characteristics in our analysis 
and will further explore how these general trends manifest 
specifically in Algeria or Northwest Africa. 

The projected LULC map for 2035 forecasts a further in-
crease in urban areas, underscoring urbanization’s con-
tinued inf luence on land use dynamics. This projection 
integrates a multi-index approach that improves the dif-
ferentiation between urban build-up and bare soils, sig-
nificantly enhancing classification accuracy, particularly 
in semi-arid regions like Djelfa. Notably, our model re-
spects natural and man-made constraints, avoiding ur-
ban expansion into impractical areas such as the protected 
forest of Senelba, which aligns with the current concentric 
and compact urban form of Djelfa and similar cities with-
in the Algerian steppe. Additionally, incorporating scenar-
ios such as ecological protection, as suggested by (Xu et 
al., 2019), indicates a restrained urban spread compared 
to historical trends, which further confirms our projec-
tions’ alignment with sustainable development practices. 
The precision of these projections could be improved with 
more detailed demographic data, yet the incorporation 
of various spectral indices and the consideration of geo-
graphical constraints assure the general reliability of our 
results. Future expansions are modeled to occur in viable 
areas, avoiding slopes or other inaccessible regions, thus 
ref lecting a realistic trajectory of urban growth.

Our study highlights the dynamic nature of LULC 
changes in Djelfa city over the past 30 years and provides 
valuable insights for future land use planning. Sustainable 
urban development and effective land management strat-
egies are essential to mitigate the environmental and so-
cial consequences of these changes. Monitoring and man-
aging the pace and extent of urban expansion are critical 
to achieving sustainable development while preserving 
the environment. Furthermore, the integration of demo-
graphic data into future studies would provide a more ho-
listic understanding of the drivers behind these changes, 
contributing to informed decision-making and effective 
management practices. Our use of ANN techniques has 
improved the reliability of our findings, reducing potential 
expert bias and inaccuracies in land cover analysis. How-
ever, it’s important to note that the MLPNNMC approach 
may not cover all possible LULC transitions, and further 
research may be needed for applications involving a wid-
er range of transitions, particularly in semi-natural areas.

Conclusion

In conclusion, this study utilized geospatial techniques 
and remote sensing data to analyze the temporal evolu-
tion of land use and land cover patterns in Djelfa city. By 
employing Landsat 5 and Landsat 8 imagery and employ-
ing advanced models, we projected land use changes up to 

2035. Our validation process demonstrated the robustness 
of our approach, with an accuracy exceeding 83%, affirm-
ing the predictive capabilities of our composite model.

The integration of remote sensing, GIS, and land use 
change models proved to be a powerful tool for compre-
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hensively mapping and monitoring land use transitions. 
Through SVM algorithms in GEE we generated accurate 
land use maps for pivotal years, highlighting the inf luence 
of auxiliary variables like elevation, roads, and settlement 
patterns on future land use changes.

Our analysis revealed a dominant trend towards urban 
expansion, resulting in a projected 6.80% increase in built-
up areas by 2035. Additionally, our implementation of the 
Multi-Layer Perceptron MC model effectively estimated 
future land use dynamics, emphasizing the potential of 
remote sensing and GIS integration in land use analysis 
and prediction.

While our findings underscore the significance of our 
methodology for sustainable development and land man-

agement, we acknowledge the limitations related to the 
moderate resolution of Landsat imagery. This suggests 
room for improvement in image quality and prediction 
techniques for future research.

In summary, this research contributes to understand-
ing and addressing the complex dynamics of land use in 
Djelfa city. By advocating for more comprehensive da-
tasets, including climate, political, and urban develop-
ment factors, we can enhance the accuracy of our predic-
tive models. Replicating this methodology in other urban 
contexts will further enrich our insights into land use 
changes, guiding informed decisions for sustainable de-
velopment while mitigating the environmental impacts of 
urban growth.
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ABSTRACT

The objective of the study is to show the regional dif ferences in Hungary in terms of eco-
nomic determination and tourism performance. The overdominance of Budapest can be 
identified in most socio-economic indicators. The consequence of the capital’s “hydroceph-
alus” is that Hungary’s peripheral regions have developed serious economic challenges, and 
reducing regional disparities in these areas is key. From a tourism perspective in particular, 
the capital’s hydrocephalus is also an opportunity, as the spill-over ef fect can increase the 
popularity of other destinations in the country. The Balaton and Western Transdanubia re-
gions are the main beneficiaries of this ef fect. In addition to the analysis of regional dispar-
ities, the study also looks at the impact on tourism of the crisis periods caused by the 2008 
global economic crisis and the pandemic that unfolded in 2020-2021, which led to a histor-
ic low in the tourism sector, notably the pandemic, by analysing longer time series data. The 
balance between international and domestic tourism is key to the resilience of tourism to 
the crisis. Multi-directional tourism can reduce exposure to external factors and contribute 
to the stability of the tourism industry.

KEYWORDS

economic performance
regional dif ferences
regional tourism perfor-
mance
tourism situation assess-
ment
tourism development

Introduction

There is a high correlation between economic perfor-
mance and the spatial concentration of tourist destina-
tions (Bohlin et al., 2022; Gyurkó, 2022; Káposzta & Nagy, 
2022; Priatmoko et al., 2021) in most destinations. Buda-
pest, as the country’s capital, stands out by far in terms 
of economic and social development indicators and de-
termines the dynamics of the country’s economic devel-
opment. In terms of international tourism to the coun-
try, Budapest’s hydrocephalus can also be identified. As a 

result, the country’s peripheral regions are struggling to 
keep up and regional disparities are widening.

Even the European Union cohesion development funds 
that have been coming to Hungary since 2004 have not 
been able to mitigate the excessive dominance of Budapest 
in reducing regional disparities (Dobó & Pintér, 2023). As 
a consequence, the peripheral regions of the country have 
been facing serious economic challenges, which may lead 
not only to economic problems but also to social tensions 
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and depopulation, which threaten rural areas in the long 
term.

Further support for regional development policies and 
investments is therefore crucial for Hungary’s economic 
and tourism development (Gyurkó, 2020), as tourism de-
termination in European destinations shows a high and 
even correlation with overall socio-economic well-being 
indicators (Çaglayan & Sak, 2012; García-Sánchez et al., 
2021). The reduction of regional disparities should be a pri-
ority in the coming years in order to achieve a more even 
and sustainable development of the country, both eco-
nomically and in terms of tourism.

The relationship between socio-economic disparities 
and tourism performance
There is a very strong correlation between socio-econom-
ic development and tourism performance (Sam et al., 2014; 
Stec & Grzebyk, 2022). Countries with the highest tourism 
indicators also have strong economic indicators. The pos-
itive impact of tourism on economic growth is evident in 
both developed and underdeveloped economies (Dávid et 
al., 2007; Paramati et al., 2017). The most common of the 
economic impacts of tourism is its ability to create jobs, 
as this sector requires a large human resource (Dayanan-
da, 2014; Manzoor et al., 2019; Scheyvens & Hughes, 2021). 
Despite the advances in technology and the spread of au-
tomation, it will require a large human workforce in the 
long run. Investment in tourism will greatly increase the 
number of jobs, thereby contributing to the reduction of 
unemployment, which will generate savings and revenue 
for the state. In the case of salaries, the private sector cov-
ers the contributions, while in the event of unemployment, 
the state pays the benefits. For these reasons, job creation 
is one of the most important economic impacts of tourism. 
However, job creation does not only have an economic ef-
fect, but it also has a positive social impact. It has the po-
tential to make workers a valuable and active part of the 
local society and also contributes to the wider provision of 
livelihoods (Aykac, 2010; Dávid et al., 2003; Leonard, 2015).

Socio-economic differences have a major impact on 
the performance of a tourist destination. One of the most 
prominent inf luencing factors is the economic develop-
ment of a given region, which largely determines the at-
tractiveness and performance of individual attractions and 
destinations. Itis because economically stronger regions 
are often able to offer higher quality tourism services and 
are more attractive to tourists through more frequent and 
better-quality infrastructure development. In contrast, 
less developed regions tend to have more limited tourism 
opportunities, resulting in less competitiveness (Cárde-
nas-García et al., 2015). The most commonly used meas-
ure of economic performance and regional socio-economic 
disparities is gross domestic product (GDP) (Cracolici et al, 

2010; Giannetti et al., 2015) The relationships between this 
indicator and tourism performance are rather complex, but 
in general, it can be said that the economic situation of a re-
gion, as determined by its GDP, has a significant impact on 
tourism development and vice versa. The links are, there-
fore, two-way, i.e., the tourism sector can contribute to the 
economic development of a region through the efficient 
use of its resources, provided that long-term plans are de-
veloped. In this way, it can increase the income-generating 
capacity of the region under study, which can contribute to 
the sustainable development of the local economy and, at 
the same time, the national economy (Assadzadeh & Nasab, 
2012; Khan et al., 2020).

The importance of balance and diversification  
in tourism resilience 
There is a high correlation between economic perfor-
mance and the spatial concentration of tourist destina-
tions (Antonakakis et al., 2015) in most destinations. The 
periods of crisis in the 21st century – the 2008 global eco-
nomic crisis and the coronavirus pandemic that unfold-
ed in 2020 – have clearly shown that the key to the resil-
ience of the tourism sector to crises is the balance between 
international and domestic tourism (Arbulú, et al., 2021; 
Bui & Wickens, 2021; Litvinova-Kulikova, et al., 2023; Fe-
kete & Fábián, 2022). It has proven the tourism industry 
to be resilient to negative events and has managed to re-
cover, adapt, and innovate in the face of uncertainty (Sul-
haini et al., 2023). Its aforementioned success is because a 
high level of tourist arrivals from several directions can re-
duce the sector’s exposure to external factors and contrib-
ute to the stability of the industry. In the epidemic period, 
however, the Shumpeterian thesis of economic develop-
ment – not sacrificing long-term interests for short-term 
goals – was inevitably pushed into the background during 
the pandemic, as the primary global objective was to min-
imise the epidemic risk. For crisis resilience, it is of para-
mount importance that the destination has a diversified 
tourism product offer, as socio-economic crises can re-
structure demand temporarily or even in the longer term. 
It can even lead to regional disparities, especially in small 
regions (Christofakis et al., 2019; Đokić et al, 2016). 

In addition, the need to react quickly to changing con-
sumer demands in times of crisis is a key pillar of main-
taining competitiveness (Csugány & Tánczos, 2019), and it 
should maintain such economic, social, and environmen-
tal ways to continue to compete in the global tourism mar-
ket (Díaz-Padilla et al., 2023). Therefore, it is crucial for 
destinations to focus on re-orienting the tourism system, 
regenerating tourism growth, and investing in infrastruc-
ture, product development, market development, and 
structural reforms (Varghese & Chennattuserry, 2022), as 
well as the role of stakeholders is highlighted in disaster 
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management from external roots to ensure tourism resil-
ience and restore its image (Berbekova et al., 2021). There-
fore, tourism destinations must follow a diversification 
strategy without dependence on one destination to mit-
igate future risks, thereby requiring the development of 
new attractions (Tömöri & Staniscia, 2023). In Hunga-
ry, this process was observed during the coronavirus epi-
demic, when destinations based on health tourism servic-
es suffered a much larger decline in turnover. However, 
another important factor is that the crisis in health tour-
ism services has been affected not only by travel restric-
tions on foreign tourists, but also by the high proportion 
of elderly tourists. In Hungary, the example of the West-
ern Transdanubia region is an excellent illustration of how 
a stable – with a more significant domestic but dominant 
international interest – and diversified tourism product 
offer shows a higher degree of crisis resilience. 

Thus, maintaining a balance between domestic and for-
eign visitors and a diversity of tourist attractions is key 
to achieving tourism sustainability and stability. On this 
basis, the development and diversification of the tourism 
sector are also vital to improving Hungary’s tourism com-
petitiveness and increasing its resilience to crises.

The emergence of EU development funds  
in tourism development in Hungary
The European Union has recognised the positive economic 
and social effects of integration, such as job creation, de-
velopment of peripheral regions, strengthening of trans-
national cooperation, social cohesion, etc. (Abbott & Wal-
lace, 2014; Gwiaździńska-Goraj et al., 2022; Popa, 2012). 
The recognition of these positive effects is demonstrated 
by the fact that the European Union has launched several 
international programmes for the general development of 
the sector, such as the European Year of Tourism, Philox-
enia, and Calypso.

In Hungary, EU development funds have been present 
in the country’s territorial development even before its ac-
cession in 2004. After the 1990s, the most significant do-
mestic tourism development measure was the Széche-

nyi Plan 2000-2003. The programme aimed to improve the 
quality of tourism, based on the stimulation of domes-
tic and international tourism and the increase of tourism 
performance. The biggest achievement of the development 
plan was the increase of the domestic tourist season from 
221 to 316 days, which seemed to revitalise a tourism sec-
tor that had been in decline for decades. The expansion is 
mainly due to the significant development of health tour-
ism, which has become the leading tourism product in the 
domestic tourism sector and is still the most dominant in 
Hungary today. In the following decades, the tourism sec-
tor has been consistently perceived as a priority sector.

The EU provided significant financial support to Hun-
gary and the other Eastern European accession countries 
in the years following the change of regime, with the aim 
of promoting economic and social cohesion and ensuring 
territorial development (Börzel, 2010; Suurna, & Kattel, 
2010). These support funds were indirectly linked to tour-
ism development.

From 2004 onwards, the objectives for the use of aid 
funds were defined in the development plans (2004-2006 
NFT, 2007-2010 ÚMFT, 2010-2013 ÚSZT, 2014-2020 Széche-
nyi 2020) and the associated operational programmes, 
which defined the periods for the use of aid funds. The so-
called convergence regions, which are able to generate less 
than 75% of the EU average GDP, have received the largest 
amounts of funding for the development periods. In Hun-
gary, all but the Central Hungary region fall into this cat-
egory. There have been several debates and doubts about 
the success of the use of development funds, which basi-
cally question the absorption capacity of NUTS II regions.

The European Commission approved the Partnership 
Agreement with Hungary for the period 2021-2027 in De-
cember 2022. This agreement is worth nearly €22 billion 
and will allow for investments from these EU cohesion 
funds. However, in order for Hungary to be able to imple-
ment cohesion policy programmes, it is necessary to meet 
the eligibility criteria. Since December 2009, tourism poli-
cy has had its own legal basis, but it does not have its own 
budget in the current Multiannual Financial Framework 
for the period 2021-2027 (Körtvélyesi, 2023).

Methods

The following study of economic determination and tour-
ism performance in different regions of Hungary has 
used reliable data sources originating from three databas-
es, namely Eurostat, Hungarian Central Statistical Office 
(KSH), and Supported project search by additional sourc-
es. Firstly, the Eurostat was initiated from the official sta-
tistical office of the European Union, which provides relia-
ble and comparable data on various economic and tourism 
indicators of the EU Member States, including the number 

of nights spent, the number of tourists, the receipts from 
accommodation fees and GDP. In addition, this research 
involved the Hungarian Central Statistical Office (KSH), 
which is the source of the most important indicators of the 
Hungarian economy and society, including regional and 
national tourism and economic data. Lastly, this study ob-
tained data by supported project search, such as the da-
tabase available at https://www.palyazat.gov.hu/tamoga-
tott_projektkereso which provides the most important 

https://www.palyazat.gov.hu/tamogatott_projektkereso
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information on European Union development funds com-
ing to Hungary from 2004 onwards. For the present study, 
the analysis of the database was relevant for the analysis of 
the grants awarded for tourism development in Hungary.

A comprehensive database was compiled from the data 
available between 2004 and 2022, which included the fol-
lowing data sets:
•	 Average gross earnings per capita (HUF) 
•	 Gross domestic product per capita (GDP per capita, 

thousand HUF)
•	 Number of nights spent in commercial accommodation 

(number)
•	 Gross domestic revenue from accommodation in com-

mercial accommodation (HUF 1 000)
•	 Total gross foreign turnover from accommodation in 

commercial hotels (HUF 1 000)
•	 Total gross receipts from commercial hotels (HUF 1 000)
•	 Number of foreign guests in commercial accommoda-

tion (persons)
•	 European Union (ERDF) aid granted for tourism devel-

opment (HUF)
•	 Number of guests in commercial accommodation (per-

sons)

The data series were analysed for the period 2004 to 
2022. On a territorial basis, the EU-25 Member States (ex-
cluding Cyprus and Malta) have been analysed for the 
number of nights spent, the whole territory of Hungary for 
the other indicators and the NUT2 and NUT3 administra-
tive units for some indicators.

The methods of analysis based on the indicators used in 
the study were essentially descriptive. The analysis of the an-
nual number of overnight stays, the number of tourists and 
the time trends of the absolute values of the gross receipts 
from accommodation allowed a deeper understanding of the 
evolution of the tourism performance. The tourism develop-
ment subsidies, also analysed in absolute figures and in a de-
scriptive way, provide a good indication of the tourism poten-
tial of a municipality or region, its development direction and 
the embeddedness of the tourism sector in the local econo-
my. The fundamental objective of such aid is to develop and 
maintain a sustainable and prosperous tourism industry. The 
study analyses GDP per capita at NUTS3 level, compared with 
average gross earnings per capita and tourism and traffic in-
dicators. The analysis contributes to understanding the re-
gional specificities of economic performance and to explor-
ing the links with tourism indicators.

The study also aims at inferring the regional conditions 
of tourism competitiveness by defining tourism GDP as 
a factor of tourism in the regions of Hungary. One of the 
tourism GDP factors was defined by the authors with the 
following indicator.
•	 Tourism development: Total gross revenue from com-

mercial accommodation/permanent population

To illustrate the regional differences, a distorted map 
was produced using QGIS software, which shows the eco-
nomic performance of each region in terms of GDP per 
capita based on the territorial coverage of NUTS2 regions, 
thus highlighting regional differences.

Results

Tourism performance of Hungary  
in the European Union, 2004-2022
The growth of tourism in Europe has had a significant 
and far-reaching impact on national economies across the 
globe. Europe, including the Member States of the Euro-
pean Union, has consistently emerged as a leader in the 
tourism market. This can be attributed to the region’s cap-
tivating history, diverse cultural heritage, and awe-inspir-
ing natural landscapes. These factors combine to create a 
unique and irresistible allure that positions Europe as a 
top tourist destination. The tourism industry in Europe 
continues to thrive, attracting millions of visitors each 
year and generating substantial economic benefits for the 
countries within the region.

The tourism sector in the European Union plays a sig-
nificant role in the overall economy, contributing to the 
GDP both at the national and integration levels. The rev-
enue generated from tourism activities supports various 
sectors, including hospitality, transportation, and enter-

tainment, creating employment opportunities and stimu-
lating economic growth.

One of the key factors driving the growth of tourism in 
Europe is the well-developed transport infrastructure and 
tourist services network. The Schengen Agreement, which 
allows for the free movement of people across many EU 
countries, has greatly facilitated travel for EU citizens. 
This seamless mobility has made it easier and more con-
venient for tourists to explore multiple destinations with-
in Europe, contributing to the overall growth of the tour-
ism industry.

Furthermore, Europe boasts a highly efficient and in-
terconnected transportation system. Airports, railway 
stations, and transport networks are well-developed, en-
suring smooth connectivity between various cities and re-
gions. This accessibility enhances mobility for both do-
mestic and international tourists, making it easier for 
them to navigate and explore the diverse attractions that 
Europe has to offer.
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The objective of this study is to characterise Hunga-
ry’s regional tourism and economic performance between 
2004 and 2022 in the light of the European Union’s tourism 
resources. In European terms, Hungary’s tourism per-
formance can be considered as medium. In 2019, a record 
year for tourism, the country’s tourist arrivals exceeded 
33 million nights, making Hungary the 15th most visited 
of the EU-27 Member States. In tourism terms, Hungary 
cannot be called a tourism powerhouse due to its lack of 
high mountains, coastline and global attractions. In line 
with this characteristic, the country’s tourism is based 
more on the demand for built and natural cultural herit-
age, food and drink, spas and wellness services. The inter-
est in Hungarian history and culture, as well as the numer-
ous thermal and spa springs, renowned for their healing 
properties, are also important attractions. In terms of in-
ternational tourists, the main visitors come from neigh-
bouring Member States, but there is also an increasing 
number of tourists from Asia and the USA. A significant 
part of tourism in Hungary is based around the capital, 
Budapest and the Lake Balaton region, but rural regions 
are also dynamically developing destinations, both on the 
demand and supply sides.

Figure 1 shows the number of nights spent in commer-
cial accommodation in the European Union in 2022. Due 
to a lack of data, the map does not include the EU-27 Mem-
ber States of Malta and Cyprus. The most visited destina-
tions in 2022, based on the tourism indicators, which in-

clude both domestic and international nights, were Spain, 
France, Germany, and Italy. These countries reached 400 
million overnight stays, mainly due to their potential for 
classic beach holidays, with the exception of Germany.

Hungary’s regional tourism performance  
between 2004 and 2022
Hungary’s tourism industry has developed significant-
ly over the past decades. In 2004, Hungary joined the Eu-
ropean Union, which created new opportunities for tour-
ism. Tourism in Budapest plays a very important role in 
Hungary’s tourism. The capital has seen significant invest-
ments in tourism infrastructure and superstructure in re-
cent decades. In addition, the capital offers a number of 
attractions of international interest, such as the Parlia-
ment, the Fisherman’s Bastion, the Danube embankment 
and the famous Gellért and Széchenyi spas. As a result, 
Budapest attracts an increasing number of tourists every 
year. In a record year in 2019, the capital’s visitor numbers 
exceeded 10.7 million overnight stays, generated by a total 
of 4.6 million tourists, of which almost 4 million were for-
eigners.

Figure 2 shows the number of nights spent in commer-
cial accommodation in the NUTS 2 regions of Hungary 
in 2022. The map shows that Budapest remains the coun-
try’s most popular tourist destination with over 8.6 million 
overnight stays. The capital offers a wide range of cultur-

Figure 1. Number of nights spent in commercial accommodation in the European Union (EU-25, 
excluding Malta and Cyprus) in 2022
Source: Eurostat Database, 2023 based on own edits
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al and historical attractions that attract a large number of 
foreign tourists (Schultz & Somodi, 2021). Budapest is vir-
tually the only truly international destination in Hunga-
ry. The number and proportion of foreign visitors are also 
outstanding in national terms. In 2022, 2.5 million foreign 
tourists generated 6.8 million overnight stays, which ex-
ceeds the total number of international tourists arriving 
in other parts of the country. 

At NUTS 2 level, the West Transdanubia region is the 
second most important Hungarian destination in terms 
of tourism performance (5.2 million overnight stays). The 
region attracts visitors with its natural beauties, its his-
torical towns, but most of all with its spas (Hévíz, Zalae-
gerszeg, Sárvár, Bükfürdő, etc.). The number and pro-
portion of foreign visitors is quite high, mainly due to the 
proximity of the Austrian border. The Central Transdanu-
bia region was the third most visited destination in Hun-
gary in 2022, with 3.4 million overnight stays. The tourism 
potential of the region is mainly due to the northern shore 
of Lake Balaton. In the South Transdanubia region, Lake 
Balaton also generates the highest number of visitors in 
the region. 

The eastern part of the country is becoming less and 
less of a priority region in tourism terms as it moves away 
from solvent demand. However, in recent decades, these 

regions have also experienced a strong upsurge, with the 
number of overnight stays almost doubling in both the 
Northern Hungary and Northern Great Plain regions.

In tourism terms, in 2019, the share of tourism-specif-
ic activities in the gross output of the total national econ-
omy was 6.4% in Hungary, similar to the previous year, 
while the multiplier effect of production was 10%. The val-
ue added of tourism-related sectors was 6.8% of the na-
tional economy as a whole, or 11% including the multiplier 
effect. The two main sectors of the tourism sector, accom-
modation and food services, together accounted for about 
2.1% of domestic production. At the historical low in 2020, 
the share of tourism-specific activities in the gross out-
put of the total national economy fell to 5.4%, 7.9% includ-
ing multiplier production effects. The value added of tour-
ism-related sectors was 5.5% of the national economy as a 
whole, reaching 8.1% including the multiplier effect. The 
two main sectors of the tourism sector, accommodation 
and food services, together accounted for around 1.6% of 
gross domestic production, compared with 2.1% the pre-
vious year.

The tourism development indicator in national terms 
experienced a dynamic upswing from 2004 to 2019 (Figure 
3), which was interrupted by the global economic crisis in 
2008, pushing it into a declining, stagnant state until 2011. 

Figure 2. Regional tourism in Hungary in 2022 (NUTS2)
Source: KSH Database, 2023 based on own editing
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The indicators allow objective, comparable performance 
assessment at both micro and macro levels. The indica-
tor helps quantify the profitability of tourism in the target 
areas, understand the contribution of tourism to the lo-
cal economy, and understand the impact tourism can have 
on the population of the area. The global crisis has main-
ly affected Budapest’s destination in terms of the tourism 
development indicator, with a lack of mass international 
travel. During the pandemic that unfolded in 2020, the Bu-
dapest destination suffered an even more pronounced de-
cline, with tourism development falling below the level of 
the Western Transdanubian region. At the same time, the 
coronavirus epidemic not only affected international trav-
el, but the restrictive measures introduced also caused do-
mestic tourism to plummet to a historic low. As a result, all 
regions, and thus the national average, experienced a sig-
nificant decline in tourism development.

Budapest is Hungary’s most dominant tourist desti-
nation due to its historical and cultural heritage, vibrant 
cultural life, well-developed infrastructure and afforda-
ble prices, which has led to regional differences in Hun-
gary’s tourism. In tourism terms, the existence of regional 
differences is not necessarily a disadvantage for a coun-
try. The dominance of Budapest in Hungarian tourism 

can have a spill-over effect on other destinations in the 
country. The capital’s popularity could increase interest in 
Hungary on the international market, which could in par-
ticular have a positive impact on the Balaton and Western 
Transdanubia regions. By exploiting the spill-over effect, 
Hungary could become an even more important player on 
the European tourism map.

Regional economic characteristics of Hungary  
and the regional distribution of EU funds  
and its impact on tourism development
This chapter analyses the distribution and use of EU funds 
for tourism development in Hungary between 2004 and 
2022, with the aim of examining the financing of tour-
ism development projects and the regional distribution 
of EU funds, and the resulting impact on the Hungarian 
tourism sector and the overall economic conditions. Us-
ing economic data and tourism statistics, the study anal-
yses the regional distribution of GDP, GDP per capita and 
number of overnight stays. From 2004 onwards, EU funds 
in Hungary offer significant potential for supporting 
tourism development and reducing disparities between 
regions.

Figure 3. Tourism development (total revenue of accommodation establishments/permanent population) of 
commercial accommodation in Hungarian regions between 2004 and 2022
Source: KSH Database, 2023 based on own editing
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Figure 4 shows that, nationally, the North-Hungary re-
gion received the most financial resources for tourism de-
velopment between 2004 and 2020. This is due to the high 
tourism potential of the region (settlements rich in cultur-
al and historical values, thermal waters, impressive natu-
ral formations, etc.) and the EU cohesion policy, which gives 
priority to the development of less developed regions with-
in the integration process. Based on these two factors, the 
North-Hungary region has been the most prioritised area 
for tourism development in recent planning periods.

Figure 5 shows the average gross earnings per capita 
(HUF) at the NUT3 level and the gross domestic product 
per capita (HUF thousands) at the NUT2 level in Hunga-
ry in 2021. For both indicators, outliers can be identified 
in Budapest, which is a good indicator of Hungary’s wa-
ter-headedness. Generally speaking, capital cities always 
have a higher GDP per capita due to a number of factors, 
including their central role, high quantity and quality of 
jobs, concentration of research and development centres, 
transport and other infrastructure advantages, and high 
number and quality of cultural and educational institu-
tions. The economic structure of the country is therefore 
capital-centred, but an NW-SE economic axis can be iden-
tified, which makes the western part of the country a pros-
perous region compared to the eastern part. As a result, 
the western counties and regions have higher GDP per 

capita and average earnings than the national average. The 
counties of Fejér and Győr-Moson-Sopron exceed the na-
tional average for both indicators.

In general, there is a positive correlation between GDP 
per capita and average earnings. However, it is important 
to understand that this correlation is not always clear and 
linear. Several factors inf luence the relationship between 
the two indicators and the correlation may vary between 
countries, regions and time periods. In general, countries 
and regions with higher economic activity tend to have 
higher GDP per capita and, as a consequence, often high-
er average earnings. 

A number of other factors may also underlie the rela-
tionship, such as economic growth, productivity, labour 
market conditions, industry composition, education lev-
els and labour market policies, etc. Higher GDP per capita 
creates opportunities for higher wages and earnings, pro-
vided that this is accompanied by higher economic growth 
and productivity. Thus, a number of socio-economic fac-
tors combine to inf luence the extent to which GDP per 
capita determines the evolution of average earnings.

Figure 6 shows the specific weight of each region in 
Hungary in the country’s economic performance. If we 
relate the size of the country’s regions to the volume of 
its gross domestic product (GDP), we can see how wa-
ter-headed the country is, with Budapest accounting for 

Figure 4. European Union funds (ERDF) granted under the tourism incentive in the regions of Hungary  
between 2004 and 2020
Source: https://www.palyazat.gov.hu/tamogatott_projektkereso Database, 2023 based on own editing

https://www.palyazat.gov.hu/tamogatott_projektkereso
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Figure 5. Average gross earnings per capita (HUF) at the NUT3 level and gross domestic product per capita  
(thousand HUF) at the NUT2 level in Hungary in 2021
Source: KSH Database, 2023 based on own editing

Figure 6. Hungary’s NUTS2 regions as a share of gross domestic product (GDP)
Source: KSH Database, 2023 based on own editing
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more than a third of the country’s GDP. The GDP per capita 
in the capital is more than twice the national average (Fig-
ure 5) and almost five times as much as in Szabolcs-Szat-
már-Bereg or Somogy counties.

In Hungary, the regional disparities in terms of GDP 
have not changed significantly between 2004 and 2021. The 
capital, Budapest, remains a prominent economic centre, 
while in other regions the industrial, agricultural or ser-
vice sectors are more pronounced. Reducing regional dis-

parities and promoting more equitable economic develop-
ment remains a major challenge in Hungary, with regional 
development policies and investments requiring addition-
al financial support. In their absence, inequality between 
rural, less-developed areas and prosperous regions will 
become even more pronounced.

Accounting for just over a third of Hungary’s economic 
output, Budapest is also a major tourist attraction, a rari-

ty in Europe and the world. No radical change in this indi-
cator can be predicted, as there is no clear counterpart to 
the capital within the national borders, without which re-
gional disparities are guaranteed to persist.

Regional dif ferences in the performance of tourism, in 
terms of the share of nights spent in commercial accom-
modation, also ref lect the overweight of Budapest (Fig-
ure 7). However, in terms of this indicator, the Western 
Transdanubia region can be clearly defined as a prosper-

ous area, which may be able to dampen Budapest’s hy-
drocephalus in tourism terms. This process was clearly 
evident during the crisis periods. Tourism performance 
in the Western Transdanubian region has increased sig-
nificantly following the global crisis of 2008 and the pan-
demic that will unfold in 2020. The stability of the region 
is due to the relative balance of domestic and foreign 
tourists.

Discussion

The basic question of the research was: what are the region-
al differences in economic determination and tourism per-
formance in Hungary? The answer to the basic question can 
be formulated as follows: there are strong regional differ-
ences in economic determination and tourism performance 
in Hungary. Budapest has an extraordinary economic dom-
inance, which is ref lected in almost all socio-economic in-

dicators and inf luences the direction of national develop-
ment. Reducing regional disparities is essential to promote 
economic catching-up and prevent social tensions. 

As regards future research directions, further analy-
sis of regional disparities is a priority. The research sheds 
light on regional disparities in Hungary, but also requires 
a deeper analysis to identify the factors that exacerbate 

Figure 7. Change in nights spent in commercial accommodation (%) in NUTS2 regions of 
Hungary between 2004 and 2022
Source: KSH Database, 2023 based on own editing



Geographica Pannonica | Volume 28, Issue 1, 21–33 (March 2024)Ádám Gyurkó, Zoltán Bujdosó,  
Al Fauzi Rahmat, Lóránt Dénes Dávid

| 31 |

disparities and the factors that mitigate them. Future re-
search on the subject should also pay more attention to 
the economic catching-up of peripheral regions. The study 

points out that Hungary’s peripheral areas have developed 
serious economic challenges, but the reasons for this are 
not explored in depth.

Conclusion

The analyses in the study show that there are strong re-
gional differences in economic performance and tourism 
destinations in Hungary. Budapest stands out in all re-
spects, being the clear economic centre of the country, and 
is characterised by indicators that are significantly above 
the national average in almost all socio-economic indica-
tors. The specific weight of the capital city, therefore, fun-
damentally determines the dynamics and direction of na-
tional development. In Hungary, even the EU cohesion 
development funds, which have been available since 2004, 
have not been able to mitigate the over-dominance of the 
capital, which has now led to increasingly serious econom-
ic challenges in peripheral regions.

In Hungary, the reduction of regional disparities must be 
a priority in the coming years, as the lack of dynamic eco-
nomic development in the peripheral regions could lead to 
serious social tensions and economic collapse, which in the 

longer term could lead to the depopulation of rural areas. 
Continued support for regional development policies and 
investment is, therefore, vital for Hungary to achieve bal-
anced development in both economic and tourism terms.

The results of the study have clearly shown that the bal-
ance between international and domestic tourism is key 
to the resilience of tourism to the crisis. Multi-direction-
al tourism can reduce exposure to external factors and 
contribute to the stability of the tourism industry. Anoth-
er important factor is that a destination should have a di-
versified tourism product offer, which can also reduce the 
degree of crisis. In this respect, the example of the West-
ern Transdanubia region illustrates how a stable and di-
versified tourism industry can be more resilient to crisis 
situations. Maintaining a balance between domestic and 
foreign visitors and the diversity of tourist attractions can 
contribute to the stability of the sector.
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ABSTRACT

Remote sensing plays a vital role in analyzing urban changes. In this regard, various data-
sets collected from satellites today serve as a foundation for decision-makers and urban 
planners. This study compares the Normalized Dif ference Vegetation Index (NDVI) and the 
Normalized Dif ference Built-up Index (NDBI) as indicators for the creation of surface heat 
islands. Using Landsat 8 OLI/TIRS C2 L2 images, spatial correlations between land surface 
temperature (LST) were examined for August 2013, 2019 and 2023. Urban heat islands (UHI) 
are a contemporary phenomenon and increasingly common in large urban areas compared 
to surrounding, less populated areas. With the advancement in remote sensing, it is pos-
sible to adequately determine the spatial dif ferentiation and prevalence of urban heat is-
lands (UHI). The study is based on Landsat 8 satellite image sets for the Sarajevo basin in 
August 2013, 2019 and 2023, which were used to analyze LST, NDVI, and NDBI indices. This 
work indicates a relationship between LST and NDVI but varies depending on the analyzed 
year. Normalized Dif ference Built-up Index (NDBI) serves as a suitable indicator for surface 
UHI ef fects and can be used as an indicator to assess its spatial distribution within a larger 
urban environment.
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Introduction

Urban areas are subjected to continuous surface chang-
es that inf luence local climatic characteristics. Such ar-
eas become warmer compared to the surrounding en-
vironment, with temperature differences particularly 
pronounced at night when vegetated surroundings cool 
more rapidly than paved urban surfaces. This phenome-
non is known in the literature as the Urban Heat Island 
(UHI) (Voogt & Oke, 2003). The primary factor contribut-
ing to the formation of urban heat islands is the increas-
ing replacement of undeveloped or vegetated areas with 
paved surfaces and buildings. UHI forms in environments 

with low cloud cover and weak air circulation, specifical-
ly in clear-sky and low-wind conditions. Dominantly, the 
summer months (June, July, August) are periods when the 
formation of the urban heat island can be observed and its 
spatial characteristics determined. Numerous scientists 
and researchers have explored the phenomenon of urban 
heat islands. Kim (1992) highlighted crucial indicators re-
lated to UHI in the capital of the United States based on 
Landsat TM mission data. He emphasized that temper-
atures in urban areas during summer can be up to 10°C 
higher than in nearby forested areas. The entire substrate 
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begins to heat up in the mid-morning, driven by the rap-
id warming of urban surfaces such as buildings, paved ar-
eas, surfaces devoid of vegetation, and low vegetation. The 
effects of urban heat islands are studied at micro (below 
the surface and on the surface), local (urban canopy lay-
er), and meso (urban boundary layer) scales due to the ur-
ban nature and multilayered structure of the atmosphere 
(Roth, 2013). UHI at the local level has far-reaching conse-
quences for energy use in buildings, water use for irriga-
tion, air quality, and urban ecology, as well as its impact on 
the thermal comfort of urban residents (Roth, 2013). The 
adverse effects of UHI are recognized worldwide, leading 
to increased demand for cooling, higher energy consump-
tion, water demand, and contributing to elevated rates of 
diseases and mortality from heat stress or poor air quality 
(Heaviside et al., 2017; Yao et al., 2022).

In the early years of urban heat island research, the fo-
cus was on studying the atmospheric urban heat island 
(AUHI) based on meteorological data from a network of 
permanent weather stations. To create an accurate ther-
mal map of the city, it was necessary to provide a large 
number of evenly distributed weather stations for data 
collection. However, maintaining these stations was ex-
pensive, and the reliability and accuracy of the data were 
questionable on a long-term scale (Wang, 2015). With the 
development of remote sensing, the research focus shift-
ed to determining surface urban heat islands (SUHI). This 
method relies on the use of infrared radiation sensing sen-
sors (TIRS), allowing for significantly greater spatial cov-
erage (Fabrizi et al., 2010). Subsequent research has of-
fered improvements over earlier sensor versions, and data 
from the thermal infrared sensor of the Landsat 8 satel-
lite are widely used to study the state and dynamics of 
the urban thermal environment (Wang, 2015). Land Sur-
face Temperature (LST) is defined as the temperature at 
the boundary between the Earth’s surface and its atmos-
phere (Niclòs et al., 2009). Satellite-derived LST is a crucial 
parameter in studying the Urban Heat Island (UHI) pro-
cess as it is used to analyze surface radiation and heat en-
ergy f low between the surface and the atmosphere (Mula-
husić et al., 2018). LST plays a vital role not only in various 
surface processes but also in regulating sensible and la-
tent heat f lux (Sun et al., 2003). Many areas have recog-
nized the significance of this parameter, and it is widely 
applied in climate and climate change research, hydrolog-
ical regimes in specific areas, as well as ecological and veg-
etation changes. Parks and other green spaces in the city 
usually have lower temperatures than built-up areas, con-
tributing to lowering air temperatures, while densely pop-
ulated areas directly impact air warming, thus increasing 
its temperature (Srivanit & Hokao, 2012).

Improvements in high-resolution sensors have aided in 
the precise monitoring of Land Surface Temperature (LST) 
and Urban Heat Island (UHI) on large spatial and tempo-
ral scales (Naserikia et al., 2019). Numerous studies have in-
dicated that bare soil and impervious surfaces are crucial 
factors inf luencing UHI, while vegetation and water sur-
faces can mitigate UHI formation (Song et al., 2014). Many 
researchers have explored the relationship between LST 
and built-up areas (Normalized Difference Built-up Index 
- NDBI) and vegetation (The Normalized Difference Vege-
tation Index - NDVI) indices (Chen et al., 2014; Guha et al., 
2017; Değerli & Çetin, 2022; Alademomi et al., 2022; Haji et 
al., 2023). Research has confirmed the exceptional correla-
tion between NDVI and LST, as well as between LST and 
NDBI. The results of these studies have robustly explained 
the relationship between urban development and the ex-
pansion of UHI in urban areas. The main objective of this 
study was to examine the values of NDVI and NDBI indices, 
representing the two main types of land cover. Additional-
ly, based on Landsat 8 satellite imagery, the study aimed to 
define zones where UHI formation occurs. The specific goal 
was to explore the application potential of remote sensing 
products in studying further urban development in the Sa-
rajevo basin. This study is innovative, considering the lim-
ited number of studies addressing the UHI phenomenon 
in Sarajevo during recent years of intensified urbanization 
(Mulahusić et al., 2018; Drašković et al., 2020). The study 
results provide a foundation for urban planners and deci-
sion-makers at the entity and cantonal levels to plan future 
urban development in the basin adequately. In this regard, 
the study attempted to answer two fundamental research 
questions related to a) the relationship between NDVI, 
NDBI, and LST and b) defining spatial zones where the in-
tensity of UHI formation is most pronounced. A limitation 
of the study was the generalization, i.e., the size of the spa-
tial coverage of Landsat 8 satellite images, which were 30x30 
m, and the absence of entirely cloud-free satellite imagery, 
as the 2019 image was somewhat covered by clouds.

The main aim of this study was to compare two funda-
mental indices, NDVI and NDBI, from the years 2013, 2019, 
and 2023. The study sought to identify changes occurring 
during the analyzed years, utilizing Landsat 8 satellite im-
agery obtained from the United States Geological Survey 
(USGS) and focusing on the Sarajevo basin as a case study. 
The specific objective was to highlight the city’s expansion 
and urban development, monitored through the Land-
sat 8 OLI/TIRS L2 C2 satellite. In line with these goals, the 
study aimed to address the fundamental research ques-
tions – RQ1: Can the urbanization of the Sarajevo basin be 
tracked based on NDVI and NDBI? RQ2: Is the spatial dis-
tribution of Urban Heat Island (UHI) related to land use 
and land cover?
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Data and methods

Study area
Sarajevo basin is situated within the intermontane depres-
sion between the massifs of Bjelašnica and Igman to the 
southwest and the low mountainous and sub-mountainous 
terrain to the northeast. Its general orientation is approx-
imately Dinaric (NW-SE). Within the basin lies the source 
area of the Bosna river with its tributaries: Zujevina with 
Rakovica, Željeznica with Kasindolka, Dobrinja with Tila-
va, and Miljacka. Based on its geological composition and 
geomorphological structure, the Sarajevo basin can be dif-
ferentiated into two morphological units: the first being the 
mountainous periphery and the second, the basin f loor of 
the Miljacka river with the Sarajevo field (Fig. 1). The av-
erage elevation of the Sarajevo basin is around 515 meters 
above sea level. The lowest elevation is in the north of the 
basin (in Reljevo, at 493 meters), while slightly higher points 
are located within the drainage basins and the extensions 
of the Željeznica, Kasindolka, Tilava, Miljacka, and Zuje-
vina rivers (Hadžić et al., 2015). The area of the mountain-
ous periphery exhibits rather heterogeneous climatic char-
acteristics significantly inf luenced by the surrounding high 
mountains of Bjelašnica, Jahorina, and Treskavica (Hadžić 
& Drešković, 2014). Geographically, the research area is sit-
uated between 43° 47’ North latitude and 18° 24’ East longi-
tude.

Landsat 8 data
For the purpose of this study, enhanced Landsat 8 OLI/
TIRS L2 C2 data/images were utilized to measure various 
bands across the electromagnetic spectrum. Landsat 8 
data comprise several bands depending on the wavelength 
(blue, green, red, infrared, thermal, and panchromatic). 
Landsat 8 encompasses 11 bands. Band 4 represents the 
Near-Infrared (NIR), while Band 6 is thermal, detecting 
heat and providing information about soil temperature, 
which typically tends to be warmer than the air (NASA 
Landsat Science, 2023). The Landsat 8 OLI/TIRS L2 C2 im-
ages used in this study were obtained from the United 
States Geological Survey (USGS). It is noted that the im-
ages from the year 2019 have a 30 cloud cover percentage, 
which had a minor impact on the results.

Table 1. Landsat 8 data 

Path Row Cell size Date

187 030 30x30 2013-08-16

187 030 30x30 2019-08-17

187 030 30x30 2023-08-28

Source: Processed by authors according to ArcGIS geo-database of GIS Center of 
Department of Geography, University of Sarajevo – Faculty of Science, 2023.

Figure 1. Study area
Source: Geo-database of GIS Center of Department of Geography, University of Sarajevo – Faculty of Science adapted by the 
authors using ArcGIS [GIS sof tware] Version 10.6.1.
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Data processing
The NDVI (Normalized Difference Vegetation Index) is 
calculated as the ratio between the ref lectance of the red 
band around 0.66 μm and the near-infrared (NIR) band 
around 0.86 μm. NDVI is most easily calculated as the dif-
ference between near-infrared (NIR) and red (RED) ref lec-
tance divided by their sum. NDVI is represented by the 
following formula:

NDVI = (NIR−RED) / (NIR+RED)
In the study, this index was calculated in ArcGIS 10.6.1 
software using the Raster Calculator: Float(Band 5 - Band 
4) / Float(Band 5 + Band 4). NIR (Near-infrared) corre-
sponds to the near-infrared spectrum of Landsat 8 imag-
es, while RED refers to the red band of satellite images. Ar-
eas with dense vegetation in satellite images tend to have 
positive values, while water bodies and built-up areas tend 
to have negative values.

The Built-up Index is essentially an image indicating 
the built-up and non-vegetated nature of areas because 
it is characterized solely by positive values. It represents 

one of the main types of land cover (Zha, Gao, and Ni, 
2005). Built-up areas and non-vegetated areas ref lect more 
SWIR than NIR rays. The formula for calculating this in-
dex (NDBI) is as follows:

NDBI = (SWIR – NIR) / (SWIR + NIR)
In the study, this index was calculated using the Raster 
Calculator as follows: Float(Band 6 - Band 5) / Float (Band 
6 + Band 5). 

Negative values of the NDBI index indicate water bodies 
and forests, while higher values (approaching 1) represent 
built-up areas. The NDBI value for vegetation is low (Mac-
arof, 2017). The month of August was selected as relevant for 
analysis, considering that the biomass increment is highest 
during this month. A significant limitation in the research 
was the use of generalized data obtained from Landsat 8 
satellite images with a cell size of 30x30m. Data regarding 
Land Surface Temperature (LST) were derived from Land-
sat 8 satellite images and logarithmic operations using 
ArcGIS tools (Raster Calculator), noting that these data only 
correspond to the month of August for the observed years.

Results 

Landsat 8 OLI/TIRS L2 C2 images were utilized to extract 
the analyzed parameters in this study. NDVI maps were 
generated using ArcGIS 10.6.1 software for the years 2013, 
2019, and 2023 and are presented in Fig.2. NDVI illustrates 
significant both temporal and spatial variations between 
2013, 2019, and 2023. Green/healthy vegetation absorbs the 
blue (0.4 - 0.5 μm) and red (0.6 - 0.7 μm) spectra, ref lect-
ing the green (0.5 – 0.6 μm) spectrum. Human eyes per-
ceive healthy vegetation as green due to the internal struc-
ture of leaves. Healthy plants exhibit high ref lectance in the 
near-infrared radiation (NIR) ranging from 0.7 to 1.3 μm 
(Fig. 2) (Crippen, 1990). Analyzed statistical parameters (Ta-
ble 2) demonstrate that the NDVI index mostly varied across 
the analyzed years. Minimum index values decreased, 
while maximum values increased. In August 2013, the max-
imum index value was approximately 0.6, indicating dense 
vegetation cover, especially in the surrounding mountain-
ous areas. The maximum index value in August 2019 was 
around 0.7, and in 2023, it increased by 0.01, suggesting a re-
duced proportion of vegetation cover in favor of built-up ar-

eas. NDVI exhibits pronounced annual changes depend-
ent on surface layer temperatures. As expected, a positive 
correlational relationship (p=0.84) between the NDVI index 
and LST was confirmed. Statistical analysis of the Pearson 
linear correlation coefficient affirmed that this correlation 
(NDVI-LST) lacks statistical significance. In general, chang-
es in surface layer temperatures imply greater plant growth 
and vice versa. The pronounced annual change in this in-
dex is characteristic of densely populated basin centers. Ar-
eas with dense vegetation, tending towards positive index 
values, are mainly at higher altitudes, on the slopes of sur-
rounding mountains and hills (Bjelašnica, Igman, Trebević, 
Hum, Zuč), which are not under significant anthropogenic 
pressure. Conversely, areas with negative index values in-
dicate the degree of anthropogenic pressure in the central 
part of the basin.

To confirm the variations in the indices, an analysis of the 
NDBI index was conducted for the purposes of this article. 
The obtained values of the NDBI index, which correlate with 
the NDVI index (Fig. 2 and 3), confirm a high degree of ur-

Figure 2. Logarithmic processing of LST data in ArcGIS 10.6 sof tware based on Landsat 8 datasets
Source: Processed by authors, 2023
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banization in the central part of the Sarajevo basin. Positive 
values of the NDBI index are concentrated in the central part 
of the basin, which is highly urbanized, while negative val-
ues are observed in its peripheral areas, where dense vege-
tation predominates, in contrast to the NDVI index. This 
indicates a negative statistical correlation between the ana-
lyzed indices. Urbanization in the Sarajevo basin mostly oc-
curs without proper planning. Thousands of structures have 
been informally built on the slopes surrounding central Sara-
jevo (Aquilué & Roca, 2016). The response of cantonal authori-
ties to informal construction and the development of numer-
ous settlements resulted in processes of legalizing informally 
constructed structures. Despite efforts to implement regu-
latory plans and provide standard infrastructure for all in-
formally built structures, legalization had limited effective-
ness (Martín-Díaz et al., 2018). These settlements remained in 
the realm of “gray areas,” even though they eventually moved 
away from informality (Legrand, 2013).

In line with this, construction intensified in the periph-
eral southeastern parts of the Sarajevo basin, and signifi-
cant changes during the analyzed years were experienced 
by the settlements of Hrasnica, Ilidža, and Istočno Saraje-

vo (Drešković & Osmanović, 2024). Over the ten-year ana-
lyzed period, the percentage of built-up areas increased. 
Based on the analysis of Corine Land Cover (CLC) images, 
data indicate that artificial surfaces covered nearly 29% of 
the total territory in 2012, and by 2018, their percentage had 
increased by 10% (Drešković & Osmanović, 2024). This in-
crease was caused by the physical-geographical constraints 
of settlements, infrastructure, and human activities in a 
very confined space—basin expansions along watercours-
es (Hrelja et al., 2021). Urbanization, in this sense, harmed 
dense vegetation in the peripheral parts of the basin due to 
land conversion, primarily clearing for various commercial 
purposes. The percentage of built-up areas increased by ap-
proximately 10% in the mentioned six-year period, precise-
ly reducing dense vegetation in favor of construction areas, 
ref lecting progressive urban development and, in certain 
areas of the basin, unplanned construction.

Table 3. Statistical Data of NDBI Index by Years

Year Minimum Maximum Mean Standard 
Deviation

2013 -0,318 0,319 -0,140 0,076

2019 -0,039 0,352 -0,023 0,073

2023 -0,320 0,453 -0,099 0,083

Source: Processed by the authors using data from the ArcGIS geo-database of 
GIS Center of Department of Geography, University of Sarajevo – Faculty of 
Science, 2023

The surface temperature of built-up layers (LST) was 
also analyzed to obtain data on areas with the highest 
heating intensity. The data obtained on the temperature of 
surface layers indicate the formation of heat islands (UHI) 
in one of the summer months - August. On the observed 

Figure 3. NDVI values for 2013, 2019 and 2023
Source: Geo-database of GIS Center of Department of Geography, University of Sarajevo – Faculty of Science adapted by the authors using ArcGIS 
[GIS sof tware] Version 10.6.1. and Landsat 8 OLI/TIRS L2 C2 images

Table 2. Statistical Data for NDVI Index by Year

Year Minimum Maximum Mean Standard 
Deviation

2013 -0,012 0,683 0,305 0,099

2019 -0,040 0,660 0,320 0,103

2023 -0,090 0,573 0,334 0,099

Source: Processed by the authors using data from ArcGIS geo-database of 
GIS Center of Department of Geography, University of Sarajevo – Faculty of 
Science, 2023
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day in August 2013, the average daily air temperature was 
around 34°C, while in 2023, it was 35.2°C. Correlated with 
the average daily air temperatures is the emission from as-
phalted, dark surfaces that heat up more intensely com-
pared to the air. Sarajevo is highly urbanized, with large 
areas covered in concrete, contributing to the creation of 
a specific microclimate within certain locations, particu-

larly during the summer months (Fig. 5). It is recommend-
ed to mitigate UHI effects in the Sarajevo basin by imple-
menting cool roofs and increasing urban greenery.

The highest degree of surface heating is observed in the 
old part of Sarajevo, as well as in certain areas of the munic-
ipalities of Centar, Novi Grad Sarajevo, Ilidža, Vogošća, and 
Istočno Sarajevo. These areas, due to unplanned construc-

Figure 5. LST in Sarajevo basin in 2013., 2019. and 2023.
Source: Geo-database of GIS Center of Department of Geography, University of Sarajevo – Faculty of Science adapted by the authors using ArcGIS 
[GIS sof tware] Version 10.6.1. and Landsat 8 OLI/TIRS L2 C2 images

Figure 4. NDBI index for 2013., 2019. and 2023.
Source: Geo-database of GIS Center of Department of Geography, University of Sarajevo – Faculty of Science adapted by the authors using ArcGIS 
[GIS sof tware] Version 10.6.1. and Landsat 8 OLI/TIRS L2 C2 images
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tion and materials used, are predisposed to the formation 
of urban heat islands (UHI). Extremely high surface layer 
temperatures in the Sarajevo basin in August during the ten 
analyzed years (max. 52°C) indicate the predominant spa-
tial representation of concrete and asphalt surfaces that 
heat up intensively during the summer months, reaching 
temperatures up to 30°C higher than the surrounding hilly 
and mountainous areas rich in dense vegetation, which in 
this case act as cooler air oases. It is essential to note that 
these areas are mainly residential centers, as well as indus-
trial and commercial areas, predominantly built with ma-
terials that have a higher degree of heating and emissions, 

with sheet metal roofs that intensify heating during the 
summer months. Mulahusić et al. (2018) found that surface 
temperatures in 2015 correlated with areas with the highest 
population density and building density. The images were 
captured during the hottest summer month because sur-
face heating is most intense during that period, and tem-
peratures remain high for an extended duration. Landsat 8 
satellite captures the surface around 10 a.m. local time and 
only exceptionally at night. Therefore, monitoring urban 
heat islands during the most intense heat period or analyz-
ing the cooling degree between built-up and non-built-up 
areas during the night was impossible.

Discussion

Methodology aspect 
The widely used methodology has proven successful in 
identifying the Urban Heat Island (UHI) effect, as numer-
ous studies have established a correlative relationship be-
tween NDVI, NDBI, and LST, confirming their significance 
in monitoring changes and biophysical characteristics of 
plant communities, as well as the reduction of vegetative 
cover in favor of built-up areas (Bechtel et al., 2012; Chen et 
al., 2014; Geletič et al., 2016; Macarof & Statescu, 2017; Guha 
et al., 2017). Remote sensing products have found broad ap-
plication in almost all scientific fields and are a good foun-
dation for future studies of these phenomena in the Sa-
rajevo basin, given the limited number of studies on this 
topic (Mulahusić et al., 2018; Drašković et al., 2020). Typical-
ly, only LST has been analyzed as the basic indicator of the 
spatial distribution of UHI. This study confirms that the de-
gree of urbanization is highest in the city of Sarajevo (mu-
nicipalities of Stari Grad, Centar, Novo Sarajevo, and Novi 
Grad), i.e., in the central parts of the basin predisposed to 
UHI formation due to physical-geographical characteristics 
and anthropogenic changes. An enhancement of this study 
could be achieved by investigating the spatial representa-
tion and distribution of green areas in the central parts of 
the basin. The minimum area of urban greenery per capita 
should be 9 m2, and the ideal 50 m2 (World Health Organi-
zation, 2012). The number of inhabitants in the Sarajevo Ba-
sin according to the last population census from 2013 was 
354.030, which means that there should be a minimum of 
3.186.000 m2 of urban greenery in the analyzed area, or 318.6 
ha. Of the total area of the city (municipalities of Stari Grad, 
Centar, Novo Sarajevo, and Novi Grad Sarajevo), which is 
14.150 ha, about 25% should be covered by urban greenery, 
but the Sarajevo basin is far below the average because cur-
rently only Veliki Park has an area of about 3 ha and approx-
imately corresponds to the stated criteria. In other areas, 
green areas were repurposed. This allows urban planners 
to identify areas with spatial potential for planting trees, 
which are the best heat absorber (Yaşlı et al., 2023), and find 

solutions for the future spatial expansion of the basin. A 
more precise picture could be achieved by selecting and ex-
amining specific profiles in different seasons in both cen-
tral and peripheral parts of the basin to determine temper-
ature differences in micro-locations. Surface temperatures 
provide important information about the thermal behavior 
of the annual temperature cycle from thermal infrared im-
ages with an accuracy of about 1K. For this reason, urban 
thermal areas are described by multi-temporal thermal cy-
cles (Bechtel, 2012). A methodological improvement would 
involve analyzing ASTER satellite images of different spa-
tial resolutions to identify zones with the UHI effect con-
fidently.

Validity of results
One of the main drawbacks is the temporal coverage of 
Landsat 8 TIRS/OLI L2 C2 satellite images. Landsat 8 cap-
tures Earth’s surface at 10 AM local solar time, making it 
impossible to investigate the Urban Heat Island (UHI) ef-
fect during the period of most intense surface heating or 
to determine nighttime temperature differences between 
built-up and non-built-up areas. This limitation prevents a 
fully consistent or accurate representation of the actual sit-
uation. Satellite image data are processed and validated in 
ArcGIS software (Imbroane et al., 2014; Gémes et al., 2016) 
to obtain a more precise depiction of the current state. As 
remote sensing products are widely applied across scien-
tific disciplines, there is an essential need for an interdis-
ciplinary approach, combining multiple satellite images 
to detect changes at the local level. Various qualitative ap-
proaches, such as Thematic Mapper, Enhanced Themat-
ic Mapper, or Operational Land Imager, could reveal UHI 
behavior in different parts of the city and establish the in-
terconnection between land cover and surface temper-
atures in urban and suburban areas. This would provide 
crucial insights for a more in-depth understanding of the 
causes and patterns of UHI, as well as in formulating local 
policies and spatial planning documents.
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Conclusion

This study was based on the utilization and processing of 
multispectral remote sensing products to determine the 
dynamics of the spatial distribution of NDVI and NDBI in-
dices, as well as their associated Land Surface Temperature 
(LST) in the urban area of Sarajevo, specifically the Sarajevo 
basin, during three specific observed years: 2013, 2019, and 
2023. The results from the first set of Landsat 8 images indi-
cated significant changes in this area, particularly concern-
ing the NDVI index, whose values varied in August of 2013, 
2019, and the same month in 2023. While the urban center 
itself displayed the highest values across all analyzed pa-
rameters, it is notable that even the peripheral parts of the 
basin experienced significant changes, notably in the clear-
ance of forest communities for land reclamation purposes. 
Results from the second set of Landsat 8 images confirmed 
a correlational link between the NDVI and NDBI indices. 
Specifically, highly urbanized and densely populated are-
as exhibited predominantly positive NDBI values (up to 1), 
while areas with various types of vegetation communities 
and water bodies tended toward negative values. Due to its 
orographic and topographic position, Sarajevo has histori-

cally been densely populated, with intensified urbanization 
during the post-war period of urban renewal. Novi Grad Sa-
rajevo municipality ranks second in population density in 
the entire country. Multispectral Landsat 8 imagery and 
remote sensing, in general, have proven highly effective 
in studying urban agglomerations and the changes occur-
ring within them. The crucial input parameter for identify-
ing and analyzing urban heat islands in the Sarajevo basin 
was the data on Land Surface Temperature (LST), specifi-
cally the temperature of surface layers in August for 2013, 
2019, and 2023. This analysis revealed temperature varia-
tions, with extreme values in 2023 representing the highest 
and lowest values over the analyzed period, attributed part-
ly to increasingly pronounced global climate changes. In 
the future, more attention should be directed toward urban 
change patterns, especially urban ecology, through analyz-
ing and comparing satellite imagery from various sources. 
Such spatial information is invaluable for decision-makers 
and urban planners to develop appropriate urban and regu-
latory plans, ensuring sustainable urban expansion.
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ABSTRACT

This study seeks to examine what traits, “myths” and skills pupils will attribute to good ge-
ography teachers, and whether their assessments are influenced by gender, age, grade and 
satisfaction with a teacher. The sample consists of 150 high school pupils in Serbia. The sur-
vey consisted of four parts: socio-demographic characteristics, Big Five Inventory, good 
teacher myths, and good geography teacher skills. The results showed that pupils believe 
that good geography teachers have to be impartial, friendly and conscientious in the first 
place. Also, 13 high school teachers were also interviewed. The data are somewhat in line 
with previous research, but also indicate pupils’ specific expectations of their geography 
teachers and teachers’ awareness that they are not just ordinary teachers.

KEYWORDS

geography teaching
teacher’s personality
Big Five model
good teacher myths
pupil’s perception

Introduction 

Statement of the Problem
Psychological traits of teachers as well as what makes a 
good teacher represent topics that have been present for 
a long time among researchers (Genc et al., 2014; Gordon, 
2008; Lamke, 1951; Li & Wu, 2011; Radulović et al., 2019; Ry-
ans, 1960; Sakač & Marić, 2018). The students’, the parents’, 
the teachers’, the teacher students’ or the school principals’ 
beliefs are different concerning what makes a good teach-
er (Arnon & Reichel, 2007; Bullock, 2015, Zagyvane Szucs, 
2017;). A teacher‘s personality is generally claimed to be 
crucial and the question that is often posed says: “What 

are desirable traits that a good teacher should possess?“ 
(Grgin, 1997; Korthagen, 2004; Stanojević, 2009). It is de-
sirable for teachers to be emotionally stable, kind and pa-
tient in their work, to be cooperative, impartial and dem-
ocratic (Stojiljković, 2014). Ryans (1960) claims that crucial 
dimensions of a teacher’s personality are warmth, under-
standing, responsibility, businesslike manner (efficien-
cy), stimulatory behaviour, and enthusiasm. Good teach-
ers are enthusiastic, friendly, easy-going, able to develop 
rapport with learners, committed to the growth of their 
students, approachable, interested in learners as people, 
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and always conscious of their status as role models (Gus-
key, 2002; Samy, 2005).

If teachers are surveyed, researchers generally observe 
predictive value of measured personality traits on the pro-
fessional success of surveyed teachers Comparing success-
ful and unsuccessful beginning teachers in 16 dimensions 
of Cattellʼs theory (Cattell & Mead, 2008), Lamke (1951) 
found that teachers who scored highly in the dimensions 
F and H (which describe open, friendly, approachable, 
lively, talkative, cheerful, calm but also socially bold per-
sonalities), achieved above-average results. The research 
conducted by Li and Wu (2011) on 340 university teachers 
showed no differences between good and bad teacher. 

In their research, Genc and his associates (Genc et al., 
2014) used the Big Five Model for measuring teachers’ per-
sonality traits. Their sample were students (N  =  443) of the 
Faculty of Philosophy, Faculty of Sciences and the Acad-
emy of Arts, from the University of Novi Sad. First, they 
estimated their own personalities and then they estimat-
ed what are desirable qualities of an university teacher, 
that is they put themselves in the position of a good teach-
er and assessed what is, in their opinion, a good universi-
ty teacher. The results indicate that good teachers are ex-
pected to have higher than average scores in all qualities, 
that is they are expected to be primarily more extraverted, 
more conscientious, more open to experience, more pleas-
ant and emotionally stable (Genc et al., 2014). The results 
showed statistically significant gender differences on the 
scales of agreeableness and extraversion (Genc et al., 2014). 
It is obvious that female students expect higher agreea-
bleness and extraversion from good university teachers, 
and the same tendency holds true for openness to expe-
rience. In Arnon‘s and Reichel‘s study (Arnon & Reichel, 
2007), students of education (who work as educators or 
only study) assessed what is an ideal teacher for them and 
how they see themselves as future teachers. The results in-
dicate that there are two main categories that shape the 
image of an ideal teacher – personal traits and the knowl-
edge of the subject they teach. Personal traits of an ideal 
teacher are sense of humour, kind-heartedness, calmness, 
fairness, openness, sensitivity towards children, self-dis-
cipline, authority, motivation and attentiveness (Arnon 
& Reichel, 2007). The study of Pavlović and Tošić-Rudić 
(2009) on primary school pupils, showed that desirable 
qualities are sense of humour, understanding of pupils, 
patient explaining and tolerance (Pavlović & Tošić-Rudić, 
2009). Undesirable traits that pupils named are strictness, 
arrogance, excessive seriousness and boringness in giv-
ing lectures. There were no age differences, but girls high-
lighted the importance of fairness while boys gave priority 
to sense of humour and encouragement. 

This research is inspired by the study of Genc and his as-
sociates (Genc et al., 2014), except that the focus is on sec-
ondary school pupils and a specific profile of a geography 

teacher. As Genc and colleagues (2014), we also used the BFI 
(Big Five Inventory – the Big Five model) (Goldberg, 1993; 
John & Srivastava, 1999). Teaching geography is rather spe-
cific because of its task to create a clear picture in students’ 
mind of a place they live in and of the rest of the world as 
well. Geography also serves to introduce pupils to natural 
beauties, landscape differences and to develop pupil’s crit-
icalness toward economic, social and political issues in the 
world. Lastly, geography is largely a multidisciplinary sci-
ence that partially relies on natural sciences (e.g. geology, 
climatology, hydrology) and partially on social sciences (e.g. 
population geography, economic geography, settlement ge-
ography). Because of all that, it is very important for ge-
ography teachers to be objective, creative, innovative and 
open to new experiences and knowledge (Romelić & Ivano-
vić Bibić, 2015). The field that a teacher teaches largely de-
termines what characteristics that teacher should possess. 
Characteristics of, for example, a good music teacher (Bo-
gunović, 2006) and a good natural science teacher (Druva & 
Anderson, 1983) may differ significantly. Therefore, it is as-
sumed that there is a need to examine what teachers’ traits 
from the aspect of separate disciplines are desirable for the 
main users of their services – students and that examina-
tion would provide a profile that is specific for a given field. 
Besides personality, this study also examined students’ at-
titudes about good geography teachers.

Problem and purpose of the Study
The research included eight ideal conceptions of a good 
teacher that Thomas Gordon mentioned in his book Teach-
er Ef fectiveness Training (Gordon, 2008). These ideal con-
ceptions are interesting because they vividly depict high 
expectations that are set for teachers by students or by 
teachers themselves. We also used three claims that repre-
sent skills that a geography teacher cannot do his job with-
out – using modern technology, environmental awareness 
and following modern trends in geography. The aim of this 
research was to determine what traits, “myths/ideal con-
ceptions of good teachers“ and skills students will dom-
inantly ascribe to good geography teachers and wheth-
er the emphasizing of all these traits is inf luenced by 
students’ gender, age, grade in geography and satisfac-
tion with geography classes and geography teachers. Five 
questions were addressed in the study: 1) Is there a dif-
ference between boys and girls in their perception of what 
constitutes a good geography teacher? 2) Is there an effect 
of students’ age on the perception and attitudes about psy-
chological characteristics of a good geography teacher? 3) 
Does a student’s grade affect their perception of what psy-
chological characteristics should a good geography teach-
er have? 4) Do students evaluations of the subject affect 
their responses regarding psychological characteristics of 
a good geography teacher? 5) What do geography teachers 
highlight as characteristics of a good geography teacher?
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Methodology 

Research Sample
150 secondary school pupils were surveyed, the majority of 
which were from Secondary School of Economics – 90 of 
them, while the other 60 respondents attended Grammar 
school and Technical School in Gornji Milanovac, Serbia. 
Respondents were aged between 15 and 19 (М  =  16.5) and 
were predominantly females (64%). Their average mark in 
geography was 3.4, and their satisfaction with that sub-
ject was 4.1. Thirteen high school geography teachers were 
interviewed in order to get to know what their beliefs are 
about good geography teachers. 

Instrument and Procedures
For the needs of the study of psychological characteris-
tics of a good geography teacher, respondents responded 
to surveys anonymously. In the survey, respondents first 
provided data about their age, gender, mark in geography 
and the degree to which they are satisfied with the sub-
ject (geography). Besides socio-demographic characteris-
tics, the authors also used BFI (Big Five Inventory, John et 
al.,1991), which measures five personality traits (extraver-
sion, neuroticism, agreeableness, openness to experience 
and conscientiousness) with 44 items on a 5-point Likert 
scale. Using Cronbach’s alpha, the value obtained for sur-
vey reliability was 0.82. The initial question “I see Myself as 
Someone Who…” was replaced with the question “A good 
geography teacher should be someone who…”. Students 
also estimated on a 5-point Likert scale 11 statements 
about what a good geography teacher should be like. The 
statements were taken from Thomas Gordon‘s book Teach-
er Effectiveness Training (Gordon, 2008) and adjusted to 

geography teaching and they embody ideal conceptions 
about everything that a good teacher has to know and has 
to do. In the end, students estimated three chosen skills 
that a good geography teacher should possess: using mod-
ern technology, environmental awareness and following 
modern trends in geography.

The interview questions for the teachers were designed 
specifically for the purpose of this research. The interview 
contained questions closely related to the problem what 
characteristics make a good geography teacher. In order to 
investigate the attitudes of teachers pertaining to charac-
teristics of a good geography teacher, the interview mostly 
contained open-ended questions, where teachers had the 
opportunity to give longer answers and to explain more 
precisely their ideas. Four questions were related to the 
personality traits, skills and abilities of a good geography 
teacher. Teachers were also asked what are the specificities 
of geography teachers when compared to the other teach-
ers. Through three items, they estimated their satisfaction 
and abilities as a teacher on the 5-point Likert scale.

Research Methods
The data was collected during regular geography class-
es and the survey was anonymous and voluntary. Before 
the researchers handed out questionnaires to students, 
they gave them all necessary instructions and advice so 
that they could fill out the questionnaire well and to mini-
mise possible mistakes and misunderstandings. As for ge-
ography teachers, they were interviewed online through 
open-ended questions and were informed that their par-
ticipation was voluntary and anonymous. 

Research results and analysis

The analysis was carried out using the programme for sta-
tistical data analysis – SPSS 17.0 (Statistical Package for 
Social Sciences). Table 1 represents average students’ an-
swers to questions about psychological characteristics 
that a good teacher should possess.

On the basis of the obtained results, we can conclude 
that for students it is the most important that teachers 
treat them equally, that is to say that they don’t single out 
favourites or teacher’s pets, and then, that they don’t treat 
them unequally because of prejudices, gender differences, 
or differences in achieved grades. Answers like these are 
understandable since such teachers’ behaviour undoubt-
edly affects overall classroom climate and overall relation-
ships among pupils. Pupils also emphasised agreeableness 
and cooperativeness as the most important character-
istics, which indicates that it is very important to pupils 
that teachers are attentive, humble, sensitive and open to 

any kind of cooperation. On the other hand, pupils believe 
that a teacher doesn’t necessarily have to be in united front 
with other teachers regardless of personal feelings, values 
and preconceptions. A teacher should cooperate with pu-
pils and openly solve all problems they face instead of sep-
arating himself by forming “fronts” with other teachers. 
Logically, pupils negatively estimated the group of person-
al traits that depicts neuroticism, which shows that pupils 
believe a good teacher should not be nervous, insecure, 
sad nor depressed.

Table 2 shows the inf luence of pupils’ gender to their 
attitudes about psychological characteristics of “a good 
teacher”. On the basis of the results from the table 2 we 
conclude that boys’ answers and girls’ answers differ on 
almost every variable. It is interesting that girls general-
ly had greater arithmetic means (except for neuroticism for 
which the differences were not statistically significant), 
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that is female pupils gave more significance to all charac-
teristics than the male pupils did.

The correlation between pupils’ age and their percep-
tions of psychological characteristics of a good geography 
teacher is not statistically significant. That indicates that 
estimates of what makes a good teacher do not change 
with age, and that all the researched characteristics were 
similarly estimated in different forms. Table 3 shows to 
what degree pupils’ answers differ depending on grades 
they obtained in geography. 

On the basis of the results from the Table 3 we conclude 
that in several cases, there is a significant correlation be-
tween grades pupils obtained in geography and their atti-
tudes about characteristics of a good teacher. Pupils who 
have higher grades think it is less important that good 
teachers are composed, calm, serene and in a good mood. 
Likewise, it is less important to them that good teachers 
are consistent, that they do not make mistakes and that 
they are superficial. This could be interpreted as a fact 
that pupils attach the most importance to grades they at-
tained in that teacher’s subject, and far less importance 
to the characteristics of that teacher. This indicates to a 
certain degree that in our school system still exists the 
big problem where pupils study solely because of grades 
and grades are considered to be proper measures of their 

knowledge. Weak significant correlation was also estab-
lished with the variable extraversion, which means that 
pupils who have higher grades believe that a good teacher 
should be sociable, communicative, energetic, optimistic 
and full of enthusiasm. On the other hand, higher corre-
lation was established with the variable openness to expe-
rience, which indicates that the higher grades pupils have 
the more importance they ascribe to teacher’s originality, 
creativity, curiosity and intelligence. It is understandable 
since pupils who achieve better results are usually more 
creative, more original and more intelligent than other 
pupils and for those reasons, it is important to them that 
teachers possess same those characteristics. 

The following table shows the correlation between 
grades with which pupils assessed their satisfaction with 
the subject and the given variables.

Table 1. Average values and standard deviations for all 
questionnaire items (statements – S and five BFI dimensions)

Items Arithmetic 
mean

Standard 
deviation

S1: Doesn’t have favourites nor teacher’s 
pets. 4.53 .880

S2: Doesn’t have preconceptions nor 
prejudices. 4.39 1.067

S3: Provides pleasant work environment. 4.36 .943

S4: Good spatial orientation, skilfulness in 
using geographic maps and other modern 
technologies.

4.28 .935

S5: Does not express strong feelings 
(composed) 4.14 1.017

S6: Has environmental awareness. 4.00 1.030

S7: Keeps abreast with world’s geographic 
current trends. 3.99 1.039

S8: Is consistent, doesn’t make mistakes. 3.89 1.031

S9: Hides feelings 3.81 1.097

S10: Is wiser than students 3.79 1.222

S11: Is in united front with other teachers 3.65 1.176

Agreeableness (BFI) 4.15 .701

Conscientiousness (BFI) 4.02 .693

Openness to experience (BFI) 3.84 .529

Extraversion (BFI) 3.83 .559

Neuroticism (BFI) 2.22 .501

Table 2. Significant dif ferences in pupils’ answers depending on 
gender (t-test)

Items t p

Doesn’t have preconceptions nor prejudices -2.580 0.011

Doesn’t have favourites nor teacher’s pets -2.241 0.027

Provides pleasant work environment -2.465 0.015

Doesn’t show strong feelings (composed) -2.126 0.035

Consistent, doesn’t make mistakes -2.041 0.043

Is wiser than students -2.527 0.013

Is in united front with other teachers -2.240 0.027

Has environmental awareness. -2.002 0.047

Good spatial orientation, skilfulness in 
using geographic maps and other modern 
technologies.

-2.234 0.027

Extraversion -2.073 0.00

Conscientious -2.221 0.028

Table 3. Significant correlations between obtained grade of a 
pupil and characteristics of a good teacher

Items Grade

Doesn’t show strong feelings (composed)

r -.171*

p .036

N 150

Consistent, doesn’t make mistakes

r -.176*

p .031

N 150

Extraversion

r .172*

p .035

N 150

Openness to experience r .244**

p .003

N 150
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Looking at Table 4, we can conclude that significant cor-
relations were established for some variables. It is particu-
larly interesting to single out variables that relate to teach-
er’s personal characteristics because that is where we 
found the strongest correlations between chosen varia-
bles. In this case negative correlation was established only 
with neuroticism, which means that this variable declines 
with the increase of pupils’ satisfaction with the subject. 

It should be emphasized that the term “satisfaction with 
the subject“ implies educational content that pupils learn 
during the school year and the way class teaching is car-
ried out. In that case we could expect high correlation with 
variables that relate to teachers’ skills and abilities. How-
ever, we haven’t got such results (even though there are 
significant, but mostly low correlations). This only shows 
us to what extent teachers’ personal characteristics inf lu-
ence pupils’ satisfaction with the subject, regardless of the 
fact that satisfaction should refer to the educational con-
tent and teaching methods. It also indicates that students 
identify teachers’ characteristics with subjects they teach 
and thus they often say that a subject is “good“ or “their fa-
vourite “ if they see their teacher as such.

The interview with the high school geography teachers 
provided some interesting results. Most of the teachers 
stated that the main characteristics of a good geography 
teacher were: excellent professional competences, versa-
tility, tolerance, creativity, patience, determination, em-
pathy. Some of the responses are that high school geog-
raphy teacher should be adventurous since this trait plays 
a crucial role in teaching students about places they have 
never been or about phenomena they have never seen. The 
respondents provided the authors with a wide variety of 
answers pertaining to some specific abilities and skills that 
good geography teacher should possess. Some of the an-
swers were as follows: ability to express geographical con-
tent with clarity, good interaction in communication, abil-
ity to develop students’ skills about applying geographical 
knowledge in everyday life. Also, they emphasize teach-
ers’ skills to develop students’ knowledge about modern 
geographical tools (GPS, GIS), helping students in under-
standing other cultures, nations and customs and foster-
ing students’ habits to learn geography on the field and 
outside the classroom. When geography teachers were 
asked to express what distinguished them from other 
colleagues at school, they stated that they had intimate 
knowledge of natural and social sciences at the same time. 
Teachers of other subjects are usually good at natural or 
social sciences, but geography is an interdisciplinary sub-
ject and it requires versatility from the teachers. The pos-
sibility of teaching geography outside the classroom and 
working with students on the field distinguishes geogra-
phy teacher from others. Having this in mind, it should be 
stated that most of the respondents don’t think that any-
one can be a geography teacher. The vast majority of the 
respondents think that they are good teachers and they 
are satisfied with their job, which brings them the oppor-
tunity to be unique. 

Table 4. Significant correlations between satisfaction with the 
subject and characteristics of a good teacher

Items Satisfaction  
with the subject

Doesn’t have favourites nor teacher’s pets

r .217**

p .008

N 150

Provides pleasant work environment

r .227**

p .005

N 150

Wiser than pupils

r .207*

p .011

N 150

United front with his colleagues

r .170*

p .038

N 150

Good spatial orientation, skilfulness in 
using geographic maps and other modern 
technologies

r .163*

p .046

N 150

Extraversion

r .319**

p .000

N 150

Agreeableness

r .335**

p .000

N 150

Conscientiousness

r .316**

p .000

N 150

Neuroticism

r -.422**

p .000

N 150

Openness to experience

r .403**

p .000

N 150
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Discussion

Considering different theories of personality, it is very 
difficult to determine what desirable qualities of a geog-
raphy teacher are. In this case, teachers and pupils of high 
schools evaluated good geography teachers’ character-
istics. Because of previous studies, the authors expected 
that respondents’ answers would show that good geogra-
phy teachers should be, among other things, innovative, 
creative, objective; that they shouldn’t be emotionally un-
stable and rigid. The authors also wanted to determine if 
there are significant differences in pupils’ answers with 
respect to gender, age, grade in a given subject and gener-
al satisfaction with teaching.

If we observe average scores of ideal conceptions and oth-
er characteristics of a good teacher, the results show that a 
good geography teacher above all else, should not treat pu-
pils unequally and should not have prejudices about them. 
This finding indicates that pupils were the most conscious 
of this aspect of the pupil-teacher relationship most prob-
ably because it is often talked about and possibly because 
of aversion since such behaviour is often found in prac-
tice. There is a multitude of prejudices at schools (racial, 
sexist, ethnic, class and so on) and they are a big source of 
conf licts between teachers and pupils as well as between 
teachers and parents. The fact that pupils put that very 
characteristic in the first place as important for a good ge-
ography teacher is also an indicator that we should put as 
much effort as possible to get to know mechanisms that 
cause favouritism and prejudices. Discussing them and 
educating in them will surely reduce their occurrence in 
practice. Interestingly, it was not very important to pu-
pils that teachers are a united front, while teachers in their 
interviews highlighted precisely this facet i.e. team work 
and cooperation. It seems that pupils are not aware of the 
significance of cooperation among teachers and of healthy 
work environment. They emphasize characteristics that 
relate directly to themselves, that is the way teachers treat 
them, and what happens “behind the scenes” is irrelevant 
to them. Even though team work between colleagues is 
not of great significance to the pupils, it affects the quality 
of teaching and teachers are aware of this. 

As for the three researched skills, pupils emphasize the 
importance of spatial orientation and as an important as-
pect of that orientation they emphasise skilfulness in us-
ing geographic maps and modern technologies such as 
GPS. These results are in accordance with the teachers 
answers and with the other published articles pertain-
ing to using modern technologies in geography. Geogra-
phy teacher should be ready to teach his students how to 
use maps or GPS as a tool for orientation (Simon & Bud-
ke, 2023). It is a logical finding since it is a crucial skill that 
differentiates geography teachers from teachers of other 
fields. Familiarity with modern technology is very impor-

tant nowadays and is implied for pupils who grow up with 
it (Olschewski et al., 2023; Wilcke & Budke, 2019). As for 
the personal traits, it is very important to pupils that ge-
ography teachers are attentive, humble, sensitive and open 
to cooperation and that they are not nervous, insecure, sad 
or depressed. Since geography teachers teach about oth-
er cultures and customs, being openminded and intuitive 
is crucial. This largely corresponds with findings of previ-
ous studies (Arnon & Reichel, 2007; Genc et al., 2014;  Sto-
jiljković, 2014). However, it is interesting that pupils give 
preference to agreeableness and conscientiousness while 
extraversion is second to last. It seems that it is not so im-
portant that geography teachers are talkative and socia-
ble as it is that they are reliable and attentive. The combi-
nation of traits might be suitable for teaching geography, 
where a lot of lessons are shown practically and through 
student’s experience. This was substantiated by teachers 
in their interviews. If the focus of the study were teach-
ing other subjects, such as languages, that require direct 
teaching and communication skills, the results would be 
different. Future research pertaining to this are needed. 

This study shows differences in answers of pupils of dif-
ferent gender, that is, female pupils have higher arithmetic 
means for every measured characteristic. The biggest dif-
ferences were obtained in ideal conceptions of good teach-
ers and skills and in two of five measured personal traits 
– conscientiousness and extraversion. This also partly cor-
responds with findings of Genc and his associates (Genc et 
al., 2014), where it was more important for female pupils 
that teachers are agreeable, extraverted and open to expe-
rience, as well as with findings of Pavlović and Tošić-Rudić 
(2009), where female pupils claimed that teachers should be 
fair, and male pupils claimed that teachers should encour-
age them and have a sense of humour. The information that 
female pupils in their evaluations generally attached high-
er value to all characteristics is probably the result of their 
greater awareness of what makes a good teacher, but it may 
also mean that they are more demanding and have higher 
expectations from geography teachers. 

Pupils’ age didn’t prove to be an important predictor of 
differences in the assessment of psychological character-
istics of good geography teachers. The study of Pavlović 
and Tošić-Rudić (2009) showed the same, which means 
that the assessment of characteristics of good teachers re-
mains stable while pupils mature. However, expansion of 
the research into primary schools would additionally con-
firm that statement.

Pupils who receive higher grades in geography believe 
that good teachers should be original, creative and curi-
ous. Those with lower grades in geography give more im-
portance to teachers’ consistency and composedness. It is 
generally known that grades are not always the ref lection 
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of knowledge, but it is more probable that those who have 
higher grades also have higher expectations from teachers 
in terms of knowledge and creativity (Brooks et al., 2017). 
Gifted pupils often require richer curriculum to be stim-
ulated and not to get bored. That is particularly impor-
tant in teaching geography, which gives many opportuni-
ties for experiential enrichment of the teaching process. 
Furthermore, pupils with lower grades are probably more 
afraid of uncertainty and they rely more on luck, thus it is 
more important to them that teachers are consistent, not 
unpredictable, in their relations with pupils.

Satisfaction with teaching affects the degree to which a 
teacher will be seen as good or favourite and if a teach-
er has adequate psychological traits, the satisfaction with 
teaching will increase or decrease. This variable is in the 
strongest correlation with teachers’ personality traits, 
which indicates that a teacher’s personality is crucial for 
the satisfaction with the given subject. Skills and ide-
al conceptions did not prove to be very important for de-
termining satisfaction with the subject. To be satisfied 

with the subject, it is important for pupils that teachers 
are emotionally stable and open, that they are agreeable, 
extraverted and conscientious. Research should focus on 
which aspects of teaching make pupils satisfied or dissat-
isfied.

Finally, the question remains of how much were the 
pupils using their current or previous teachers as proto-
types. The research involved a large number of pupils, but 
if their teachers were their starting points, there is a ques-
tion what would results look like if the number of surveyed 
pupils was far larger. We suggest a larger sample of pu-
pils from different social settings in the future, in order to 
increase the number of teachers/benchmarks for identify-
ing individual teachers’ characteristics. There is a need to 
conduct the same or similar study with other geography 
teachers in order to determine “the ideal type of a teach-
er“, that is the profile that satisfies the needs of society/pu-
pils to the largest degree (Azim & Islam, 2018; Lachmann 
et al., 2018; Maričić et al., 2020; Milošević et al., 2016; Price 
et al., 2018; Ramli et al., 2018).

Conclusions and implications

It is very difficult to determine the exact profile of a teach-
er for a given area – subject, but considering the really 
large number of desirable personality traits of a teacher, 
obtained results largely match previous studies (Arnon & 
Reichel, 2007; Genc et al., 2014;  Stojiljković, 2014), but there 
are also certain specific qualities. Agreeableness, cooper-
ativeness and composedness are undoubtedly character-
istics that every good teacher should possess, regardless 
of what subject they teach. Teachers themselves state that 
it is important to collaborate with other colleagues, to be 
openminded and creative and to be versatile. 

From the aspect of geography as a subject, we can con-
clude that the skill that differentiates geography teachers 
from other teachers is good spatial orientation, and an im-
portant segment of it is the usage of modern technology in 
orientation (GPS and GIS – Geographic Information Sys-
tem). Using modern technologies, a geography teacher can 
depict and demonstrate some phenomena and processes 
that pupils haven’t had opportunity to encounter with, 
that they haven’t experienced and which contents are ab-
stract and difficult to understand. Because of all those, 
pupils consider this skill of geography teachers to be very 
important and useful. Additionally, teachers believe that 
their specificity is being knowledgeable about both social 
and natural sciences and being capable of teaching outside 
the classroom.

Secondary school pupils emphasize the importance of 
sensitivity, agreeableness, and conscientiousness as per-
sonal characteristics of a geography teacher. This has to do 
with the fact that geography is a subject in which many 
things could be demonstrated and explained experien-
tially, through sensory perception, and that requires the 
above mentioned characteristics from a geography teach-
er. Conscientiousness as a personal characteristic of a ge-
ography teacher is desirable in pupils’ opinion and it could 
be connected with conscientiousness and responsibility 
towards the preservation of nature and natural resourc-
es and of historical and cultural heritage. Geography is a 
subject that synthesizes these spatial components and that 
is why this personal characteristic of a geography teacher 
is considered desirable. It is very important to remember 
the fact that the study was conducted among secondary 
school pupils who are supposed to already have well-de-
veloped consciousness of the importance of protection of 
natural and social specific qualities and of treating them 
with care. Since teachers also recognised these qualities, it 
is believed that they comprise the good geography teach-
er profile. 

Finally, the estimates of a good geography teacher do 
not change with pupils’ age, but there are gender differ-
ences in attitudes about desirable characteristics of a ge-
ography teacher.
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ABSTRACT

This study utilizes satellite-based rainfall CHIRPS to evaluate GCMs-CMIP6 models over Su-
dan from 1985 to 2014. Overall, the GCMs of BCC-CSM2-MR, CAMS-CSM1-0, CESM2, EC-
Earth3-Veg, GFDL-ESM4, MIROC-ES2L, and NorESM2-MM are well reproduced in the uni-
modal pattern of June to September (JJAS), and hence employed to calculate Multi-Model 
Ensemble (MME). Then, we examine the capability of the GCMs and MME in replicating the 
precipitation patterns on annual and seasonal scales over Sudan using numerous rank-
ing metrics, including Pearson Correlation Coef ficient (CC), Standard Deviation (SD), Taylor 
Skill Score (TSS), Mean Absolute Error (MAE), absolute bias (BIAS), and, normalized mean 
root square error (RMSD). The results show that the MME has the lowest bias and slight-
ly overestimates rainfall over most parts of our study domain, whilst, others (ACCESS-CM2, 
BCC-CSM2-MR, CAMS-CSM1-0, CESM2, CNRM-CM6-1, CNRM-CM6-1-HR, CNRM-ESM2-1, 
FGOALS-f3-L, FGOALS-g3) consistently overestimate rainfall in referring to CHIRPS data, 
respectively, but FIO-ESM-2-0 underestimates bias value. Moreover, MIROC-ES2L and 
NorESM2-MM demonstrate better performance than the other models. Finally, we em-
ployed a bias correction (BC) technique, namely Delta BC, to adjust the GCMs model prod-
ucts through the annual and monsoon seasons. The applied bias correction technique 
revealed remarkable improvement in the GCMs against the observations, with an improve-
ment of 0 – 18% over the original. However, MME and MIROC-ES2L show better perfor-
mance af ter correction than other models.
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Introduction

Africa is the second-populated continent in the world, 
with a population of 1.2 billion and an area of about 30 mil-
lion km² (11.6 million mi²), and one of the most vulnera-
ble to climate change due to its high exposure to droughts, 
f loods, rising temperatures with little ability to adapt (Al-
mazroui et al., 2020). However, Sudan, which lies in the 
eastern part of the continent, is considered one of the most 
vulnerable countries to the risks of climate change, espe-
cially f lood and drought (Alhuseen, 2014), and has expe-
rienced several environmental changes in the past, and 
more are projected to occur in the future (Walthall, 2012). 
The implementation of the United Nations Framework 
Convention on Climate Change (UNFCCC), with several 
studies, shows that the development process will be great-
ly impacted by climate change, especially in fields like wa-
ter, agriculture, and health (Alhuseen, 2014).

To investigate the present and future of Earth’s cli-
mate system, many global climate models have been de-
veloped (Kumar et al., 2013). Furthermore, future changes 
in rainfall across this region must be detected and under-
stood by stakeholders in resource management and plan-
ning, as the variability of the future climate is a major con-
cern (Rajbhandari, et al., 2018). Since the primary tools of 
the analyses and determining what climate we are like-
ly to have in the near and not-so-near future use dynam-
ical downscaling with regional climate models (RCMs) 
and global climate models (GCMs) (Maroneze et al., 2014), 
the evaluation of climate models is considered as essen-
tial for providing model-based climate data (Babaous-
mail et al., 2022). Several climate modeling organizations 
have run climate simulations for the future using various 
IPCC emission scenarios (Rajbhandari et al., 2018). Global 
climate models (GCMs), which are mostly used for conti-
nental and hemispherical climate research, have proven to 
be a useful tool for analyzing the changes that could have 
an impact on these systems in the future. However, due 
to their typical spatial resolutions, which are on the order 
of hundreds of kilometers (Expósito et al., 2015), further-
more, often, the availability of numerous GCMs is seen 
as the main cause of uncertainty in precipitation projec-
tions (Tegegne & Mellesse, 2022). So, it is critical to eval-
uate the fundamental uncertainty. The interior variability 
of the climate system, model error, and uncertainty in the 
greenhouse emission scenario are three potential causes 
of uncertainty in climate projections (Ishida et al., 2020). 
Therefore, our results should be reduced to a more accu-
rate resolution to reliably evaluate the regional effects 

of climate change (Ishida et al., 2020). The model eval-
uation for this study was based on a range of statistical 
measurements and visual graphical comparisons for the 
same aggregation periods to postulate potential changes 
in precipitation (Akurut et al., 2014). These are generally 
three-dimensional dynamic and physical models of the at-
mosphere, ocean, Earth’s surface, and cryosphere that are 
coupled and run on supercomputers at full power. Around 
the world, there are many models of this type, all with var-
ying formulations, strengths, and weaknesses, leading to 
one of the main uncertainties in climate change projec-
tions (Collins & Senior, 2002). 

This insight is particularly important in climate re-
search on Sudan’s complex orography, where regional 
models should be able to resolve a few kilometers. The at-
tribution of uncertainties in the projection study brings to 
light some factors, such as systematic and non-systemat-
ic biases in the model datasets or methods that take into 
account the natural variability of the climate, such as the 
El Nino-Southern oscillation or warming of the tropical 
oceans (Ngoma et al., 2021). Hence, from the perspective 
of climate dynamics, the spatial and temporal variabili-
ty of precipitation poses a variety of difficulties for pro-
cess comprehension, event prediction, and climate change 
projection, and the urgency of the issue is increased by the 
fact that many communities in Africa are particularly vul-
nerable to climate change (Badr et al., 2016). Also, the rainy 
season for this study, which spans from June to Septem-
ber over the entire region, was linked to the annual migra-
tion of the intertropical convergence zone (ITCZ), where 
the Atlantic Ocean, Red Sea, Mediterranean, and Indian 
Ocean are the major main sources of water vapor (Salih et 
al., 2015). The variability of rainfall in various locations in 
Sudan is significantly inf luenced by sea surface tempera-
ture (SST) in the Indian and Pacific Oceans, and the Atlan-
tic Multidecadal Oscillation (AMO) is brought on by mod-
ifications in essence.

Based on the aforementioned studies, and to address the 
gap in existing research in this area, as far as we know, we 
seek to conduct such a study. This study aims to evaluate the 
performance of a general circulation model (GCM) in sim-
ulating regional rainfall and to correct any potential bias-
es through data assimilation techniques. The study aims to 
assess the accuracy of the GCM simulations by comparing 
them against the Climate Hazard Group Infrared Precipita-
tion with Station (CHIRPS) dataset over Sudan and to iden-
tify any discrepancies or biases in the model.
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Materials and Methods

Study area
Sudan is situated in Eastern Africa within [8.4 and 23.3º 
N] and [21.5 and 39.0º E] as in (Figure 1). Its total area is 
1,886,068 km2, with adjoint borders with South Sudan 
from the South, Ethiopia and Eretria in the East, Lib-
ya Northwest, Chad and Central Africa in the West, and 
Egypt in the North (Elramlawi et al., 2018). 

Rainfed agriculture inhabits more than 90% of the cul-
tivated land, producing agricultural products and the re-
lated means of subsistence for the Sudanese people (Sid-
dig et al., 2020). The country is characterized by several 
topographic features such as the valleys of the Blue and 
White Nile Rivers, and the elevated eastern and southern 
boundaries, as well as the main Nile River and its tributar-
ies, besides some isolated uplands (Williams & Nottage, 
2006). The dry season in the country spans from Octo-
ber to March, followed by a hot season from April to June, 
and a wet season from June to September. However, the 
environment and social circumstances in Sudan are sig-
nificantly inf luenced by rainfall (Gamri, et al., 2009). The 
rainy season (June to September) across Sudan has been 
linked to the annual migration of the Intertropical Con-
vergence Zone (ITCZ) (Salih et al., 2015). During the bore-
al summer, this rainfall was brought on by winds from the 

Arabian Peninsula that were blowing North and adverting 
moisture from the Red Sea. August, is the wettest month 
of the year in much of Sudan, with up to 100 mm/month 
(Alriah et al., 2021). However, there is a humid area on 
the Red Sea coast, where the rains fall during the winter 
with a sporadic distribution with a peak quantity in No-
vember, and also fall during the summer when the tem-

perature is moderate. In other locations, August is typi-
cally the month with the most rainfall, but July can also be 
rainy in some places, from one region to another, there is 
a significant difference in the quantity of rainfall and the 
length of the rainy season (Ahmed & Elhag, 2011).

Data
This study used Climate Hazard Group Infrared Precipita-
tion with Station monthly precipitation datasets (CHIRPS.
v2), with a spatial resolution 0.05º × 0.05º (5.55 x 5.55 km2) 
(https://data.chc.ucsb.edu/products/CHIRPS-2.0/), was 
obtained from (1985-2014), it is blending station data and 
reduce any uncertainties that may lack rain gauge, there-
fore, it has a better performance among east Africa and re-
cently evaluated over the study domain (Alriah et al., 2022).

Also, the initial realizations (r1i1p1f1), for all CMIP6 
models were downloaded from the website (https://

Figure 1. The study area location and its topographical features

https://data.chc.ucsb.edu/products/CHIRPS-2.0/
https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip6
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cds.climate.copernicus.eu/cdsapp#!/dataset/projec-
tions-cmip6). Climate models’ information and details of 
the 16 historical GCM models utilized in this study are ob-
tained in Table 1. 

Methodology 
The evaluation of climate models is a critical step in assess-
ing the accuracy and reliability of their outputs. Hence, 
the best correlated methods are selected based on statis-
tical and error measures like the Pearson Correlation Co-
efficient (CC), Standard Deviation (SD), Taylor Skill Score, 
Mean Absolute Error (MAE), and absolute bias (BIAS). 
Many scholars, (Alriah et al., 2022; Karim et al., 2023), use 
it for comparing the performance of the climate data sim-
ulation against the observed data using the climatology of 
annual and intra-annual time scales. Here, we used a mul-
ti-Models ensemble for the best selected GCM models, af-
ter unifying (Bilinear-interpolation) their resolution into 
the same resolution of reference data (CHIRPS), followed 
by averaging the CHIRPS dataset within the region, as 
shown in the equations below. 

Mx = 1
n

xii=1

n
∑

�
(1)

The variability is calculated using the Square Root of 
Variance (standard deviation), represented as σ,

σ x =
1
n

xi −x( )
1

n
∑

2

�
(2)

Where xi is the monthly rainfall, x is the mean of the en-
tire series, and σx is the standard deviation for the models, 
with respect to data used to rate the evaluation. Further-
more, the measure of statistical error validation of mod-
el-based versus observed-based precipitation.

CC =
Gl −G( ) Sl −S( )
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n
∑
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It was used to evaluate the observation data and dataset 
of the gridded simulation model, when the CC is close or 
equal to 1, it means that there is a correlate high, the nega-
tive bias expresses the area where the model is higher than 
the reference data, and positive bias expresses the area the 
model is lower than the observation data.

TSS =
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+
σ o
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⎠
⎟

2
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For both models and observation patterns, Rm is the 
correlation coefficient, and Ro is the maximum possible 
correlation coefficient (i.e., 0.999), whereas m and o are the 
standard discrepancies from the simulation and reference 
precipitation patterns, respectively. Between 0 and 1, the 
TSS value is measured, with values closer to 1 indicating 
higher model performance.

Table 1. The GCMs-CMIP6 information and their spatial coverage 

№ Model ID Country resolution Reference

1 ACCESS-CM2 Australia 1.9° × 1.3° (Mkala et al., 2023)

2 BCC-CSM2-MR China 1.1° × 1.1° (Wu et al., 2021)

3 CAMS-CSM1-0 China 1.1° × 1.1° (S & L, 2023)

4 CESM2 USA 1.3° × 0.9° (Meehl et al., 2020)

5 CNRM-CM6-1 France 1.4° × 1.4° (Voldoire et al., 2019)

6 CNRM-CM6-1-HR France 0.5° × 0.5° (Weijer et al., 2020)

7 CNRM-ESM2-1 France 1.4° × 1.4° (Séférian et al., 2019)

8 EC-Earth3-Veg Europe 0.7° × 0.7° (Babaousmail et al., 2021)

9 FGOALS-f3-L China 1.3° × 1° (Klutse et al., 2021)

10 FGOALS-g3 China 2° × 2.3° (Wang et al., 2022)

11 FIO-ESM-2-0 China 1.3° × 0.9° (Bao et al., 2020)

12 GFDL-ESM4 USA 1.3° × 1° (Zheng et al., 2022)

13 MIROC-ES2L Japan 2.8° × 2.8 (Hajima et al., 2020)

14 MRI-ESM2-0 Japan 1.1° × 1.1° (Kawai et al., 2019)

15 NorCPM1 Norway 1.9° ×2.5° (Bethke et al., 2021)

16 NorESM2-MM Norway 1.3° × 0.9° (Seland et al., 2020)

https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip6
https://cds.climate.copernicus.eu/cdsapp#!/dataset/projections-cmip6
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In order to evaluate the model, we calculate the Mean 
Bias of GCM- The dif ference between the observed and 
modeled rainfall is calculated to determine the mean 
bias. The mean bias is calculated for monthly rainfall 
based on the CHIRPS dataset, the GCM and the obser-
vations to obtain a spatial distribution of the mean bias, 
Overall, spatial distribution of mean bias GCM of rainfall 
is a crucial step to determine the accuracy and reliabili-
ty of GCM simulations, and it helps to suggest improve-
ments in the GCM models it helps to suggest improve-
ments in the GCM models. Climate Index: In order to 
evaluate the climate model with reference data (CHIRPS) 
the large-scale ef fects of atmospheric circulation on 
rainfall. This bias can be due to a variety of factors, such 

as inaccuracies in the models’ physical processes, limita-
tions in the models’ spatial or temporal resolution, or er-
rors in the input data used to initialize and run the mod-
els. The framework process of this study is illustrated in 
the f lowchart (Figure 2).

For precipitation variables, the bias in a geographical lo-
cation x is given by the difference between observed and 
simulated precipitation, Bias-corrected precipitation in x 
at some time t in the past was estimated as below (Men-
dez et al., 2020).

ass
BCP =

Pass d( )⋅
µm Pobs t( )( )
µm Pass t( )( )
⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

30 �
(6)

Where  a simulation historical of precipitation GCM to 
be corrected,  reference observation precipitation CHIRPS 
dataset,  a simulation historical of precipitation GCM.

Results 

Climatology of Rainfall 
The rainfall of Sudan is heavily inf luenced by the In-
ter-Tropical Convergence Zone (ITCZ). Hence, the coun-
try experiences a variety of summer rainy seasons from 
June to September. The region’s diverse topography also 
affects where and how much rainfalls, with the South-

east and Southwest zones receiving more rain than the 
Northern zone. Figure 3 shows the monthly mean rain-
fall time series of CHIRPS and 16 GCMs over Sudan dur-
ing 1985 - 2014. We compare the GCMs products against 
the reference data (CHIRPS) based on the annual cycle to 
see how well the models could represent the observed pre-

Figure 2. The framework of this study is presented in a flow-chart format for historical 
data processing, evaluation, and Bias correction, of rainfall variables over the study 
Domain
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cipitation pattern. The degree to which a model can prop-
erly mimic precipitation is what determines how accurate 
it is. The GCMs’ monthly precipitation trends demonstrate 
distinct patterns that represent the annual mean precip-
itation cycle in our domain. Most of the models exhibit a 
unimodal peak in August; however, few models show a bi-
modal peak in June and September. The rainfall amounts 
vary from 0 to 105 mm/month across the models, with rel-
atively higher rainfall amounts during the peak months. 
The following models: BCC-CSM2-MR, CAMS-CSM1-0, 
CESM2, EC-Earth3-Veg, GFDL-ESM4, MIROC-ES2L, and 
NorESM2-MM robustly replicate the peak rainfall while 
reproducing different rainfall amounts. They also have 
a shallow bias, which means that they simulate a low-
er range of precipitation values than the reference data. 
However, it might suggest that averaging a group of dif-
ferent GCMs that perform well may result in better rainfall 
simulation than using a single GCM. Therefore, these sev-
en advantageous GGMs were averaged as mean ensemble 
model (MME) and examined alongside the other 16 GGMs 
in the following analyses. The obtained results further re-
vealed that the ACCESS-CM2, FGOALS-f3-L, FGOALS-g3, 
CNRM-CM6-1, CNRM-CM6-1-HR, and CNRM-ESM2-1 are 
notably underestimating the mean rainfall. 

Specifically, the CNRM-CM6-1, CNRM-CM6-1-HR, and 
CNRM-ESM2-1 are found to be strongly underestimating 
the precipitation than other GCMs. The models observed 

to underestimate precipitation may have insufficient rep-
resentation of the atmospheric and oceanic processes that 
contribute to our study domain. On the other hand, FIO-
ESM-2-0 was detected to be significantly overestimating 
the mean of precipitation. Overall, the models that signif-
icantly underestimate or overestimate precipitation may 
have inaccurate parameterizations, which could lead to er-
roneous projections of future water availability, and thus, 
have serious consequences for the country’s agricultur-
al and economic sectors. In conclusion, the GCMs showed 
varying levels of skill in simulating the Sudan rainfall re-
gime. The accuracy of the GCMs in simulating precipita-
tion over Sudan has significant implications for climate 
change projections and regional water resource manage-
ment; therefore, further investigation and improvement 
are required.

Model performance evaluation
Here, the performance of the considered CIMP6 models 
for this study is evaluated against the CHIRPS dataset to 
assess their capabilities in simulating annual and seasonal 
(JJAS) rainfall over Sudan from 1985-2014. Numerous vali-
dation metrics including Pearson’s correlation coefficient 
(CC), standard deviation (SD), Taylor Skill Score (TSS), 
Mean Absolute Error (MAE), and absolute bias (BIAS) are 
employed to evaluate and test the model’s performance 
versus CHIRPS observation. Taylor diagrams for annu-

Figure 3. Monthly mean rainfall of CHIRPS and 16 multi-model ensembles (mm/month), 
the black line is the reference dataset (CHIRPS) 
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al and seasonal comparison are shown in Figures 4 and 5, 
whilst the values of TSS and BIAS are illustrated in Fig-
ures 6 and 7, respectively. Tables 2 and 3 summarize the 
outcomes of the previous statistical metrics during the 
annual and seasonal (JJAS) comparisons. It found that all 
GCMs produced higher scores in terms of TSS, CC, MAE, 
RMSD, and BIAS during annual comparisons than sea-
sonal (JJAS) comparisons. This result indicates that those 
models simulate the rainfall over Sudan during the annu-
al phase more accurately than the seasonal (JJAS) phase. 
Moreover, through the annual comparison, the MME cap-

tured the largest score in terms of TSS, CC, MAE, RMSD, 
and BIAS with values of 93%, 96%, 6.76, 10.37, and 0.42, re-
spectively. On the other side, CESM2 captured the high-
est score in terms of TSS, MAE, and RMSE during the sea-
sonal (JJAS) comparison and showed reads of 50%, 8.8, and 
10.5, respectively, while CAMS-CSM1-0 demonstrated the 
highest CC (41%) and NorESM2-MM showed the lowest 
bias (-0.42). 

Our results further showed that the following mod-
els: NorESM2-MM, EC-Earth3-Veg, GFDL-ESM4, BCC-
CSM2-MR, MIROC-ES2L, and CESM2 outperform the 

Figure 4. Comparison of annual GCMs-CMIP6 models against satellite-based rainfall 
CHIRPS from 1985 to 2014

Figure 5. Comparison of GCMs-CMIP6 summer monsoon rain against CHIRPS from 1985 
to 2014.
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other CIMP6 models in all statistical tests during the an-
nual comparison. More so, NorESM2-MM demonstrated 
the highest CC with reference data, the largest TSS and 
SDV, and the lowest MAE and BIAS amongst the differ-
ent CIMP6 models. As a result, it might be concluded that 
the six aforementioned models are more efficient than the 
other 16 GCMs in simulating annual rainfall across Su-
dan. It also found that the CNRM-ESM2-1, CNRM-CM6-1, 
CNRM-CM6-1-HR, and FGOALS-f3-L produced a much 

larger bias and significantly lower TSS and CC than oth-
er GCMs. In particular, CNRM-ESM2-1 exhibited the low-
est CC (0.08), the largest bias of 24.65 annually, and 64.66 
in JJAS. Consequently, these four models are considered 
incapable of simulating rainfall over Sudan since they 
have produced statistically insignificant results. Other re-
maining models (including FIO-ESM-2-0, MRI-ESM2-0, 
ACCESS-CM2, and FGOALS-g3) displayed varied scores 
among different statistical tests. 

Figure 6. Summarizing Taylor Skill Score (TSS) of Annual

Figure 7. Bias for annual and JJAS multi-model ensemble and CHIRPS
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Table 2. Summary of statistical that presents the findings of comparisons among annual 
using CHIRPS Rainfall data and historical simulation multi-Model data

Models TSS CC SDV BIAS MAE RMSD

CHIRPS 1.00 1.00 1.00 0.00 0.00 0.00

MME 0.93 0.96 0.81 0.42 6.76 10.37

ACCESS-CM2 0.60 0.87 0.53 12.96 14.90 24.13

BCC-CSM2-MR 0.89 0.89 0.94 -3.24 11.01 15.98

CAMS-CSM1-0 0.69 0.80 0.66 9.86 14.53 23.11

CESM2 0.85 0.86 0.89 -3.95 11.81 17.72

CNRM-CM6-1 0.12 0.46 0.26 22.93 24.69 38.57

CNRM-CM6-1-HR 0.14 0.55 0.26 20.28 23.01 36.31

CNRM-ESM2-1 0.08 0.50 0.20 24.65 25.92 39.71

EC-Earth3-Veg 0.91 0.93 0.87 3.54 9.06 13.53

FGOALS-f3-L 0.22 0.66 0.31 18.35 21.37 33.54

FGOALS-g3 0.39 0.71 0.43 11.49 17.65 28.24

FIO-ESM-2-0 0.81 0.81 1.15 -18.12 20.77 29.18

GFDL-ESM4 0.89 0.89 0.93 -0.85 9.82 15.73

MIROC-ES2L 0.88 0.88 0.91 -4.00 11.45 16.48

MRI-ESM2-0 0.73 0.74 0.83 -3.64 16.69 23.24

NorCPM1 0.73 0.74 0.84 -6.66 17.74 24.05

NorESM2-MM 0.92 0.92 1.04 -2.54 8.58 13.91

Table 3. Summary of statistical that presents the findings of comparisons among JJAS 
using CHIRPS Rainfall data and historical simulation multi-model data

Models TSS CC SDV BIAS MAE RMSD

CHIRPS 1.0 1.00 1 0.00 0.00 0.00

MME 0.3 0.39 0.50 8.80 9.16 10.78

ACCESS-CM2 0.3 0.06 0.82 39.55 39.55 40.45

BCC-CSM2-MR 0.3 0.22 1.48 8.16 11.18 13.45

CAMS-CSM1-0 0.4 0.41 1.36 31.06 31.06 32.31

CESM2 0.5 0.37 1.07 7.04 8.88 10.53

CNRM-CM6-1 0.2 0.19 0.51 64.66 64.66 65.04

CNRM-CM6-1-HR 0.3 0.11 0.78 62.11 62.11 62.63

CNRM-ESM2-1 0.2 0.19 0.51 64.66 64.66 65.04

EC-Earth3-Veg 0.2 -0.04 1.11 12.53 13.06 16.17

FGOALS-f3-L 0.2 0.08 0.65 47.51 47.51 48.14

FGOALS-g3 0.2 -0.15 0.95 52.78 52.78 53.71

FIO-ESM-2-0 0.2 -0.07 0.98 -16.79 17.49 19.43

GFDL-ESM4 0.2 0.02 1.30 8.11 10.93 13.60

MIROC-ES2L 0.4 0.32 1.03 14.04 14.19 16.16

MRI-ESM2-0 0.3 0.11 0.89 14.30 14.54 16.66

 NorCPM1 0.3 0.15 1.34 11.60 13.11 15.58

NorESM2-MM 0.2 -0.13 1.46 -0.42 10.09 12.63
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Spatial annual and JJAS mean evaluation  
of rainfall simulations
Sudan has a wide variety of rainfall variations. Hence, it is 
necessary to understand the f luctuations of rainfall across 
the entire parts of our study area. In this section, the spa-
tial distribution of simulated precipitation from 16 GCMs 
as well as MME was assessed versus the CHIRPS data-
set on the annual and seasonal (JJAS) cycle during 1985-
2014, as illustrated in Figures 8 and 9. Our initial focus was 
on how well the GCMs could recreate the observed spatial 
variability of precipitation along the study domain. Both 
annual and intra-annual results show that most of the 
CMIP6 models can replicate the orographic precipitation 
pattern concerning the CHIRPS dataset. Moreover, the 
behavior of all CMIP6 models runs against the reference 
dataset demonstrating that rainfall increases towards the 
South. Nevertheless, some discrepancies exist among the 
different GCMs from 1985 to 2014. The average maximum 
and lowest annual precipitation were between (5-120 mm), 
respectively, and JJAS’s mean maximum was more than 

120mm and the lowest was greater than 5 mm. The mean 
maximum value was observed over the south to the south-
east zones across all models, whilst the mean lowest value 
was detected over the Northern parts. The results in Fig-
ures 8 and 9 further revealed that the MME model tends 
to follow the reference data; however, certain variations 
in the amount of precipitation were observed in compar-
ison to the CHIRPS dataset. The following eight products: 
BCC-CSM2-MR, CAMS-CSM1-0, CESM2, EC-Earth3-Veg, 
GFDL-ESM4, MIROC-ES2L, MRI-ESM2-0, and NorESM2-
MM were shown to be efficient in simulating the spatial 
change of precipitation based on the reference dataset. 
However, they have slight overestimate or underestimate 
spatial mean distribution (2-120mm/month) relative to the 
other models. In particular, NorESM2-MM performs bet-
ter than other GGMs and exhibits lesser bias through the 
annual and seasonal phases. 

On the other hand, other superior seven GGMs exhib-
ited slight variations of distribution rainfall in compari-
son to the reference dataset. For example, CAMS-CSM1-0 

Figure 8. Spatial patterns of annual mean rainfall observation dataset and data simulation from (1985-2014)
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reveals a shallow decrease in the precipitation magnitude 
over the Southern parts and a slight increase across the far 
Northeast parts; MIROC-ES2L and GFDL-ESM4, and BCC-
CSM2-MR showed a certain increase in the rainfall along 
the Southern zones through the annual phase; EC-Earth3-
Veg has a slight variation over the Southern, Southeast-
erly, and Western borders; and MRI-ESM2-0 shows a de-
crease in the precipitation over the Southeast areas. It also 
observed that the subsequent products (including CN-
RM-CM6-1, CNRM-CM6-1-HR, CNRM-ESM2-1, FGOALS-
f3-L) substantially underestimate the values of annual and 
seasonal rainfall over the majority of our study domain. 
Besides, FIO-ESM-2-0 and NorCPM1 appear to overesti-
mate the rainfall over the far Northeast borders, as seen 
in Figures 8 and 9. 

Spatial Distribution of the Bias
Analyzing the bias of GCMs products is crucial to deter-
mine the performance of GCMs simulations. In this part, 
we analyzed the spatial bias of 16 GCMs models and MME 

at JJAS and yearly scale for the period of 1985-2014 over Su-
dan. However, such analysis will demonstrate how well 
the GCM can simulate the precipitation patterns over Su-
dan during the analyzed period. The spatial biases of the 
GCMs were determined as mean differences between 
those models’ outputs and the respective CHIRPS precip-
itation during the annual and seasonal phases (see Fig-
ures 10 and 11). It found that, during the annual and sea-
sonal (JJAS) phase, the bias over most areas for different 
models was between (+40) and (-40) mm (see Figures 10 
and 11). Furthermore, MME exhibited the lowest amount 
of bias amongst all models, however, it slightly overesti-
mated bias across the study area. The subsequent GGMs: 
MIROC-ES2L, NorESM2-MM, EC-Earth3-Veg, and GF-
DL-ESM4 showed analogous bias distribution with a rela-
tively little bias (i.e. the amount of bias positive or negative 
is little than other models) over most areas in the country. 
Other models (including ACCESS-CM2, BCC-CSM2-MR, 
CAMS-CSM1-0, CESM2, CNRM-CM6-1, CNRM-CM6-1-
HR, CNRM-ESM2-1, FGOALS-f3-L, FGOALS-g3) are con-

Figure 9. Spatial patterns of JJAS mean rainfall observation and data simulation from (1985-2014)
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sistently overestimated bias based on CHIRPS data. Over-
all, MIROC-ES2L and NorESM2-MM displayed the lowest 
biases and showed better performance than other individ-
ual GCMs during the annual and JJAS rainfall. Based on 
the achieved results from Figures 10 and 11 it can be con-
cluded that the considered CIMP6 GCMs for this study are 
not able to simulate precipitation patterns accurately over 
the region. The findings of this analysis could be of great 
use in identifying potential improvements in the GCMs 
and optimizing the model’s parameters for future predic-
tions.

Delta Bias Correction
We conducted a more in-depth analysis in this study to de-
termine the extent to which the correction algorithm en-
hances the accuracy of the simulation models. The GCMs 
models are complex systems that simulate the Earth’s cli-
mate system by solving a set of mathematical equations. 
It provides a representation of how the climate system 
might change due to natural variability, human activity, or 

a combination of both. These models simulate the complex 
interactions of different elements of the climate system 
and land-sea-atmosphere-cryosphere interaction. How-
ever, these models are not perfect and can contain errors 
or biases. Therefore, corrections are necessary to improve 
the accuracy of the simulations, as these errors can lead 
to inaccurate projections of future weather conditions. In 
this work, to improve the accuracy of GCM simulations, 
we used the Delta method to correct the models.

Spatial bias distributions after correction of eight GCM 
models, in addition to MME, are shown in Figures 12 and 
13. The correction is applied at each grid point across the 
spatial domain. After the correction, these models were 
evaluated against CHIRPS datasets as a reference from 
1985 to 2014, on a seasonal (JJAS) and annual basis. The 
GCMs rainfall estimates are expected to be closer to the 
observed rainfall values after applying the correction. 
The obtained results in Figures 12 and 13 indicate that the 
spatial mean bias of GCMs precipitation has significantly 
(i.e. 0.2-6 mm/month overestimate or underestimate) re-

Figure 10. Bias of mean JJAS rainfall(mm/month) over Sudan based on CHIRPS Dataset 1985-2014
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duced after applying the correction in comparison to the 
CHIRPS dataset. In addition, the reduction in the posi-
tive bias of the GCM estimates was more noticeable than 
the negative bias. MME and MIROC-ES2L demonstrate 
the lowest bias amount based on CHIRPS data, more so, 
they show better performance on the annual and season-
al (JJAS) scale after applying the correction in comparison 
to other GCMs. For most GCMs, greater improvement in 
the model’s performance was observed through the an-
nual rainfall than the seasonal (JJAS) rainfall; however, 
only EC-Earth3-Veg showed a poor improvement of 3% 
over the original. Although BCC-CSM2-MR has reduced 
the bias amount after applying the correction; nerveless, 

it enlarged the bias domain over the study area, which 
cannot be ignored and might result in more uncertainties 
in the future projection. The model’s ensemble mean has 
proved its ability to be trusted for any further analysis re-
garding future projections among the annual and season-
al phases, according to their shown performance against 
the observations. Overall, the spatial mean bias correc-
tion of GCMs rainfall distribution using the CHIRPS da-
taset is an effective method for improving the accuracy of 
GCM precipitation estimates. However, it is important to 
note that the correction is not perfect and should be used 
with caution, especially in regions with complex precipi-
tation patterns.

Figure 11. Bias of mean annual rainfall (mm/month) over Sudan based on CHIRPS Dataset 1985-2014
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Figure 12. Spatial pattern of Bias af ter correction JJAS Rainfall period 1985–2014 
based on CHIRPS dataset

Figure 13. Spatial pattern of Bias af ter correction of annual rainfall from 1985–2014 
based on the CHIRPS dataset
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Discussion

Climate models, such as those included in the Coupled Mod-
el Intercomparison Project Phase 6 (CMIP6), are critical tools 
in understanding and projecting future climate change. 
These models simulate the most complex aspects of the cli-
mate system, including rainfall, sea level, temperature, and 
ocean circulation, and are used to inform policymakers, as 
well as businesses and individuals, about the expected im-
pacts of climate change. One of crucial regions that requires 
accurate evaluation of climate models is the study domain, 
is the study domain highly vulnerable to the impacts of cli-
mate change. Climate models need to simulate rainfall pat-
terns correctly to aid decision-makers in developing strate-
gies to mitigate the effects of climate change on agriculture 
and other activities. This study used high-resolution satel-
lite-based precipitation with Station (CHIRPS.v2) monthly 
precipitation datasets with a 0.05º × 0.05º spatial resolution 
(Babaousmail et al., 2019; Ngoma et al., 2021). While previ-
ous studies on this domain, used source observation data 
over Sudan and employed CRU TS as reference data, they 
examine the changes in monsoon’s (June–September) fu-
ture precipitation over three zones distributed through Su-
dan based on GCMs from CMIP5 and (CMIP6). The models 
are GISS-E2-H, IPSL- CM5A-MR, and MPI-ESM-LR (BCC-
CSM2-MR, INM-CM4-9 MPI-ESM1-2-LR) in addition to 
the ensemble mean of each group Given systematic errors 
in the GCMs simulations (Hamadalnel et al., 2022). There-
fore, in this study, we focused on the evaluation and cor-
rection analysis of the regional rainfall simulation of the 
CMIP6 model over Sudan, considering the rainfall pattern, 
evaluation of the rainfall simulation, spatial distribution of 
bias, and bias correction. Before evaluating rainfall simula-
tions, it is essential first to understand the observed rainfall 
pattern to ensure the accuracy of the results. Sudan’s rain-
fall pattern is primarily inf luenced by the African monsoon 
system, which is responsible for most of the country’s an-
nual precipitation and seasonal (JJAS) from June to Septem-
ber. Observations of rainfall patterns in Sudan showed that 

the distribution of rainfall varies significantly across the re-
gion. The Southern region received the highest amount of 
rainfall of 120 mm (Figures 8 and 9), while the Northern part 
received the least. 

Sudan also experiences rainfall variability, which is at-
tributed to the large-scale circulation patterns, such as the 
Inter-Tropical Convergence Zone (ITCZ) and the El-Nino 
Southern Oscillation (ENSO) (Alriah et al., 2021). In this 
study, the evaluation was conducted based on metrics 
such as the correlation coefficient (R), RMSE, and the Tay-
lor diagram, which provides a graphical representation 
of the accuracy of the simulated rainfall pattern. The re-
sults of the evaluation showed that most of the employed 
CMIP6 models for this study accurately simulated the 
rainfall pattern over Sudan in annual and seasonal, but 
with a positive bias in most parts of Sudan, particularly in 
the Northwestern part of the country. 

The Coupled Model Intercomparing Project (CMIP), 
which is at the cutting edge of exploring the depth of the 
planet’s past, present, and future climate, has emerged as 
a key tool in climate science, providing the scientific com-
munities with crucial data for research that informs im-
portant assessment activities like the ongoing IPCC pro-
cess and other fields (Taylor et al., 2012). An assessment of 
the simulated findings of these GCMs versus the observa-
tion must be completed before taking a prospective look at 
potential future changes, particularly on a regional scale. 
In most cases, this process is carried out by comparing the 
simulations to the observations (Trigo & Palutikof, 2001), 
since it guarantees that the models can accurately repre-
sent some aspects of the climate system while employ-
ing model performance indicators to assess their poten-
tial and limitations (Gleckler et al., 2008). Consequently, 
the projection process is possible. The results of this study 
highlight the importance of evaluating and correcting bi-
ases in climate models to provide accurate information for 
future studies of climate change projection.

Conclusion

The study presents the evaluation and performance of 16 
GCMs-CMIP6 models and compares their ability to accu-
rately replicate observational satellite-based data over Su-
dan between 1985 and 2014. After conducting comprehen-
sive statistical error measurements of the GCMs models’ 
products over Sudan including Pearson Correlation Coef-
ficient, Standard Deviation, Taylor Skill Score, Mean Ab-
solute Error, absolute bias (BIAS), and, normalized mean 
root square error, we found that:

1.	 MME, which averaged the better GCMs models, 
demonstrated the strongest overall performance. 

Additionally, three individual models – NorESM2-
MM, MIROC-ES2L, and BCC-CSM2-MR – proved 
relative accuracy (-12 to 12 mm of mean bias before 
correction) in reproducing both annual and sea-
sonal patterns. However, several models, includ-
ing ACCESS-CM2, FGOALS-f3-L, FGOALS-g3, CN-
RM-CM6-1, CNRM-CM6-1-HR, CNRM-ESM2-1, and 
CNRM-ESM2-1, performed poorly in simulating the 
observed data. 

2.	 The models improved by 0-18% over the origin pro-
gress after applying bias correction (Delta method), 
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especially the ensemble mean (MME). In contrast, 
some CMIP6 models had slight deviations from the 
observations.

Generally, the study suggests that the MME and the 
three individual models offer the most promising options 
for future modeling efforts and have a satisfactory perfor-
mance after correction.
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ABSTRACT

Walking can be an ef ficient and sustainable mode of transportation for “last mile” connec-
tivity. However, the willingness to walk largely depends on the availability of infrastructure, 
safety, and comfort. Improving thermal comfort on streets connected to transit stations is 
crucial for encouraging walking and public transit use. This study assesses seasonal and spa-
tiotemporal variations in pedestrian thermal comfort (PTC) on an N-S-oriented street in 
Nagpur (India). Thermal walk surveys simultaneously monitored environmental conditions 
and human thermal perception (thermal sensation vote- TSV). The findings revealed that 
urban geometry significantly influences PTC and TSV, and the level of influence varied spa-
tiotemporally in both seasons. This study shows the relationship between urban street ge-
ometry, microclimate, and PTC, emphasizing the necessity of a multidimensional assess-
ment approach. 

KEYWORDS

Walkability
Sustainable Transportation
Microclimate
Pedestrian Thermal Comfort

Introduction 

In recent years, urbanization has resulted in signifi-
cant changes in land use, characterized by dense built-
up areas, extensive pavement, and less vegetation (Zhou 
& Chen, 2018). These changes have led to adverse envi-
ronmental and local microclimate consequences, such as 
the Urban Heat Island ef fect (UHI), which increases heat 
stress (Kotharkar et al., 2018; Oke, 1988). The increasing 
heat stress significantly impacts the quality of outdoor 
places by decreasing comfort (Nikolopoulou & Lykoud-
is, 2006; Yahia et al., 2018). The uncomfortable outdoor 
conditions discourage people from choosing sustainable 
last-mile connectivity options such as walking and cy-
cling (Arif & Yola, 2020). Instead, many choose motorized 

vehicles, which increase carbon emissions, air pollution, 
and traf fic congestion. Improving walkability to address 
these issues and promoting sustainable transportation 
options is crucial (Chidambara, 2019; Shamsuddin et al., 
2012). There are several barriers to walkability, such as 
the availability of pedestrian infrastructure, accessibili-
ty, connectivity, safety, and comfort. Pedestrians in trop-
ical climates face challenges due to extreme heat, humid-
ity, and prolonged sun exposure, which makes walking 
less feasible (Deevi & Chundeli, 2020). Improving the 
thermal comfort on streets that connect to transit sta-
tions is essential to promote walking and public transit 
use.
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Literature Review
Thermal comfort refers to the degree of satisfaction and 
well-being experienced by individuals while walking or 
moving through outdoor spaces (ASHRAE, 2023; Vasilikou 
& Nikolopoulou, 2020). The thermal environment inf luenc-
es how individuals perceive and experience outdoor space 
(Nikolopoulou et al., 2001). It encompasses various physical, 
psychological, and environmental factors that inf luence a 
person’s comfort (Chen et al., 2012; Lau et al., 2019; Nikol-
opoulou & Lykoudis, 2006; Vasilikou & Nikolopoulou, 2013).

Pedestrian thermal comfort (PTC) is inf luenced by mi-
croclimatic parameters such as air temperature, humidi-
ty, and wind speed, etc. The microclimate at the street lev-
el is inf luenced by urban geometry, which includes factors 
such as aspect ratio, sky view factor, and street orientation 
(Ahmadi Venhari et al., 2019; Jamei & Rajagopalan, 2015; 
Krüger, 2011). The street orientation and aspect ratio of 
buildings determine solar exposure and shadow patterns, 
affecting surface and air temperature variations through-
out the day (Baghaeipoor & Nasrollahi, 2019; Cliff Mough-
tin, 2003; Svensson, 2004). In additional, the density of 
buildings can inf luence wind speed, leading to changes 
in thermal conditions. The presence of trees helps regulate 
temperature by providing shade and transpiration (Kim & 
Brown, 2022; Kotharkar et al., 2023; Mahmoud et al., 2021). 

Previous studies have shown that a comprehensive un-
derstanding of PTC requires an assessment of the ther-
mal environment both objectively and subjectively (Deevi 
& Chundeli, 2020; Lau et al., 2019; Peng et al., 2022; Vasilik-
ou & Nikolopoulou, 2013). The objective assessment of the 
thermal environment involves quantifying thermal com-
fort based on the heat balance of the human body and its 
heat exchange with the surrounding environment. Vari-
ous methods and indices have been developed to evalu-
ate PTC. These indices include the predicted mean vote 
(PMV) (Van Hoof, 2008), the universal thermal climate 
index (UTCI) (Błazejczyk et al., 2013), and physiological-
ly equivalent temperature (PET) (Mayer & Höppe, 1987). 
The PMV index evaluates the thermal sensation of people 
considering microclimatic parameters. The index is wide-
ly accepted but can be overly sensitive to wind speed var-
iations, limiting its suitability for tropical hot and dry cli-
mates. The UTCI index is a widely known index that uses a 
simple equation to evaluate thermal comfort based on mi-
croclimatic variables. However, it does not consider the 
physiological aspects of humans, such as metabolic rate 
and clothing. The current study uses the modified Physi-
ologically Equivalent Temperature Index (mPET) (Chen et 
al., 2018), which is a modified version of the PET index. The 
PET is the physiologically equivalent temperature at any 
given place (outdoors or indoors). It is equivalent to the 
air temperature at which the human body’s heat balance 
is maintained, with core and skin temperatures equal to 
those under the assessed conditions. The mPET enhances 

accuracy by considering thermo-physiological parameters 
of the human body and climatic factors. Unlike other indi-
ces, mPET incorporates a multi-node heat transport mod-
el and a self-adapting multi-layer clothing model, provid-
ing a more realistic analysis of the impact of climate on 
humans (Chen et al., 2020; Pecelj et al., 2021).

Subjective assessment of the thermal environment in-
volves the analysis of thermal sensation through people’s 
perception. Thermal sensation is a specific aspect of PTC; 
it pertains to individuals’ immediate perception of the mi-
croclimate in their surroundings (Nikolopoulou & Lyk-
oudis, 2006). The “thermal walk” method helps analyze the 
thermal sensation (Vasilikou & Nikolopoulou, 2013). Ther-
mal walks help to understand how people perceive out-
door environmental conditions in urban settings. During 
a thermal walk, participants walk through various loca-
tions within a specific area, carefully evaluating the ther-
mal conditions at each location. This requires close obser-
vation and analysis of the unique thermal attributes that 
characterize different urban environments. 

Research Gap 
In India, walkability studies have been conducted by sev-
eral researchers and authorities, such as the Evangelical 
Social Action Forum conducted a walkability survey in 
Nagpur and Kochi (ESAF, 2017), while the Clean air initi-
ative organization conducted surveys in Pune, Bangalore, 
Bhubaneshwar, Chennai, Rajkot, Surat, Kota, and Indore 
(Clean air initiative for Asian cities center, 2011). The sur-
vey used the Global Walkability Index methodology from 
the World Bank, involving field surveys, pedestrian pref-
erences, and government policy assessments. These stud-
ies focused on walkability from the infrastructure and 
safety perspective and did not include thermal comfort. 

Several studies have been conducted in different cities 
in India that assess outdoor thermal comfort and the im-
pact of heat stress on people using outdoor environments. 
Most studies have focused on a neighborhood scale, pub-
lic parks, etc. (Anupriya & Rubeena, 2023; Kotharkar et al., 
2024; Kumar et al., 2022; Salal et al., 2021). Some studies 
have considered assessing thermal comfort on the street 
level. However, in these studies, the streets are analyz-
ed as singular locations rather than on the microscale of 
individual streets (Banerjee et al., 2022; Kotharkar et al., 
2019; Manavvi & Rajasekar, 2020). Very few studies have 
assessed PTC on sidewalks and the impact of urban geom-
etry and microclimate on pedestrians while walking (Chi-
dambaranath & Bitossi, 2018; Deevi & Chundeli, 2020).

Aim and Objective
This study aims to assess and enhance pedestrian walk-
ability on the street level by evaluating PTC on the street 
that fulfills walkability parameters, using objective (mPET 
index) and subjective (TSV) methods. The study aims to 
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achieve three objectives: 1) compare dynamic changes in 
pedestrians’ thermal sensation and comfort concerning 
variations in urban geometry, 2) identify significant vari-
ations in thermal stress with microclimatic factors, and 3) 
determine the neutral value of mPET, serving as a bench-
mark for thermal stress in Nagpur city. This pilot study 
introduces a methodological framework that can be em-
ployed in future studies.

Research Area
The study was conducted in Nagpur, Maharashtra, India 
(21.1458° N and 79.0882° E) (Fig.1). Nagpur has a tropical 
savanna climate (Aw), with hot and dry summers and cool 
and dry winters, as per the Köppen-Geiger classification 
(Kottek et al., 2006). The city is developing as a fast-grow-
ing metro city and has a status as a smart city under the 
Smart City Mission India (India Smart City Mission, 2015). 
The Nagpur Metro Rail Project comprises two corridors, 
North–South measuring 19.6 km in length with 17 sta-
tions, and East–West measuring 18.5 km in length with 19 
stations (Nagpur Metro Rail Corporation, 2023). The city’s 
public transportation connectivity highlights the need to 
improve walkability around transportation hubs. As per 
the MOUD walkability index, the city has a walkability 
index of 0.65, which is above the national minimum av-

erage (Ministry of Urban Development, 2008). However, 
the city’s tropical climate encounters significant tempera-
ture variations throughout the year, with winters bringing 
minimum temperatures of 12°C and summers seeing tem-
peratures soaring up to 48°C, often accompanied by heat-
waves (Katpatal et al., 2008; Laskar et al., 2016; Surawar 
& Kotharkar, 2017). This can result in uncomfortable out-
door environments and potential discomfort for pedestri-
ans during summer and heatwave conditions. 

The street was selected based on walkability parame-
ters such as mixed land use typology, connectivity to the 
metro, and availability of pedestrian sidewalks on both 
sides of the streets. The New Shukrawari Road (Fig 2) 
is located at one of the prominent CBDs in Nagpur. The 
nearest metro station to this street is the Agrasen Square 
metro station, located on the north side of the street. The 
selected stretch of the street is approximately 1 km long 
and runs north-south. It is lined with buildings of var-
ying heights, ranging from 1 to 5 f loors, with various 
stores, restaurants, bars, shopping centers, of fices, and 
residential spaces. The street is designed with distinct 
zones for vehicles and pedestrians. The vehicular zone 
comprises four lanes, and 1.5 mt wide sidewalks are on 
both sides of the street, designated as the Eastern and 
Western Sidewalks. 

Figure 1. Location of Nagpur City and the study area

Figure 2. Digitized image of the New Sukrawari Road
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Methodology

The study methodology is divided in 4 phases (Fig.3). In the 
first phase, the selected street was digitized using Arc-GIS 
software through satellite overviewing to map buildings, 
streets, vegetation, and sidewalks (Fig.2). The building 
and vegetation characteristics of the street are evaluated 
in Arc-GIS by calculating the Building Surface Area Frac-
tion (BSF) (Eq.1), which shows a portion of the ground sur-
face covered with a building footprint, and the Vegetation 
Density ratio (VDR) (Eq.2), which shows a portion of the 
ground surface covered with vegetation. These parameters 
range from 0 to 1. It provides the urban geometry char-
acteristics of the entire street. The calculated BSF for this 
street is 0.65, and the VDR is 0.40.

BSF = LB / Ls� (1)

VDR = AV / As � (2)

Where,
•	 LB =Total length of building surface facing the street 
•	 Ls = Total length of the sidewalk
•	 AV = Total area of vegetation
•	 As = Total area of the street

In second phase, a longitudinal thermal walk survey 
was conducted to collect microclimate, urban geome-
try, and pedestrian perception data. The street was divid-
ed into the 100m grid; thus, 10 survey points were stud-
ied (Fig.2). These points exhibit unequal building heights 
with varied aspect ratios and SVF to assess different sce-

narios of thermal conditions. The points on the east side of 
the street are named East 1, East 2, etc, whereas the points 
on the west side are West 1, West 2, etc. The survey cam-
paign was conducted in the summer of 2022 (May 22, 2022) 
and winter 2023 (February 19, 2023) to understand season-
al variations in PTC. In each season, the microclimate and 
perception data were collected at three different times: 
9:00 am -10:00 am, 11:30 am – 12:30 pm, and 5:00 pm – 6:00 
pm. These particular time durations were studied because 
the maximum pedestrian movement around metro sta-
tions was observed during morning and evening hours. In 
contrast, the afternoon hours were studied to understand 
pedestrian behavior during peak solar radiation and high-
er radiant heat exposure. To eliminate temporal variations 
in background meteorological conditions, a survey route 
was followed to collect data on the same side first and then 
move to the opposite side (Fig. 3- Representative longitu-
dinal survey route).

The initial data collection process encompassed con-
ducting on-site observations at every survey point to doc-
ument the urban geometry parameters of the location and 
measure climatic parameters along with the thermal per-
ception of the participants (Fig.3). The climatic parameters 
include air temperature (Ta), surface temperature (Ts), rel-
ative humidity (RH), and wind speed (Ws). Following the 
ASHRAE-55 protocol, measurements were taken at a height 
of 1.2 m from the ground (ASHRAE, 2023; ASHRAE, 2013), 
using the MS 6252B Digital Anemometer for Ta, RH, and Ws 
measurements, while the surface temperature was meas-
ured using a Laser IR Thermometer-thermal gun. These 

Figure 3. Methodology flow chart
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instruments were calibrated and tested in the outdoor envi-
ronment for their sensitivity before being used for field sur-
veys. The response time of these instruments is 1 sec. The 
urban geometry parameters include the aspect ratio (AR) 
and sky view factor (SVF). AR was calculated by measuring 
street width and building height using Google Earth and 
Street View, respectively, and a Nikon DSLR camera with a 
fisheye lens was employed to capture SVF images. 

For the perception survey, the questionnaire followed 
the ASHRAE outdoor thermal comfort protocol. The ques-
tionnaire was divided into two parts, first about person-
al information and second about thermal sensation. The 
second part of the questionnaire included three ques-
tions, and the options were given on a Likert scale. The 
first set of questions concerns the thermal perception of 
microclimatic parameters (5-point scale). The second set 
of questions includes thermal preference for microclimat-

ic parameters (3-point scale); in microclimatic conditions, 
people would prefer to walk for maximum duration with-
out feeling discomfort. The third set of questions includes 
the thermal sensation vote (ASHRAE 9-point scale) (Fig.4). 

Perception survey data were collected using the KOBO 
Collect App. It is an Android-based app that helps to re-
cord the data initially in the app and then on a cloud serv-

er, which makes it easy to process and analyze the record-
ed data. The perception survey was conducted through a 
closed group survey during both seasons to capture the 
two climatic conditions. Six males and nine females aged 
between 19-31 years participated in the survey. The same 
people were asked to participate in both seasons to avoid 
disparity.

For every walk, the participants were asked to be present 
at the survey location and stand under shade for 15 min-
utes before the survey time to acclimatize to the micro-
climate. Each side of the street (approximately 1 km) The 
thermal walks were conducted in a guided survey manner; 
thus, all participants walked with a researcher who guided 
them to the location. The participants were asked to stand 
for 2 minutes at every location to record their respons-
es. The researcher simultaneously recorded the microcli-
mate and urban geometry data. It took approximately 30 

minutes to complete a survey on one side of the street. 90 
forms were collected for both sides of the street in a day, 
leading to a total data sample of 900 for each season, as 
there were ten survey points on either side of the street.

In the third phase, microclimate data collected were 
analyzed using the RayMan Pro tool to evaluate the mean 
radiant temperature (MRT) and the thermal comfort in-

Figure 4. Thermal walk questionnaire

Figure 5. Thermal walk survey during winter and summer
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dex, mPET. The RayMan Pro tool was also used to evalu-
ate the actual solar radiations, considering the SVF, day, 
time, and geographical location for calculation. The per-
ception data was compiled and evaluated in Microsoft Ex-
cel. In the fourth phase, Pearson’s correlation was used 
to understand the impact of urban geometry parame-
ters on the thermal comfort index. For this purpose, the 

SVF values were correlated with the mPET values, as the 
SVF represents all the features of urban geometry, includ-
ing buildings, vegetation, and other built-up structures. 
The neutral value of mPET was derived using a regression 
equation between TSV and mPET values. A one-way ANO-
VA test was used to check the variation in TSV concerning 
microclimatic parameters.

Results 

Urban Geometry and Microclimate Measurements
The field data observations show that the urban geometry 
of the studied locations is distinct (fig. 6), and there are 
considerable spatiotemporal variations in meteorological 
conditions along the walking routes on both sides of the 
road in two different seasons. As per urban geometry ob-
servations, for the eastern side, the ARmax observed is 1.3 
at East 1 because there is a multistory building adjacent 
to the road, and the ARmin is 0 at East 5 because there is 
no building adjacent to the road. The SVF varied between 
the maximum value of 0.78 at East 5 due to the absence 
of a tree and minimum obstruction from built forms; the 
minimum value of SVF was 0.25 at East 6 due to a wide 
canopy tree. On the western side of the street, ARmax is 
observed at 0.80 at West1 as a multistory building adja-
cent to the road, and ARmin at 0.20 at West 2 and 3 as a 
single-story building. The SVF varied between the maxi-
mum value of 0.66 at west 3,4 due to the absence of a tree 
and minimum obstruction from built forms; the mini-
mum value of SVF was 0.18 at west 6 due to a wide can-
opy tree. 

On the N– S orientation street, the variation pattern 
of microclimatic parameters was observed to be similar 
in both seasons (fig. 7 and 8). On the eastern side, in the 

morning duration of 9:00–10:00 am, due to low solar ra-
diation, Ta, Ts, and MRT were observed to be minimum, 
and RH was maximum. At 11:30 a.m.–12:30 p.m., the du-
ration of RH was observed to decrease, and temperature 
values were increasing. The temperature values decrease 
in the evening, 5:00–6:00 p.m., and the RH increases. On 
the west side of the street, in the morning of 9:00–10:00 
a.m., the Ta, Ts, and MRT were observed to be higher than 
those on the eastern side as this side receives direct solar 
radiation, and the temperature values were observed to 
be maximum during the afternoon period of 11:30–12:30 
pm. The minimum temperature values were recorded in 
the evening from 5:00 to 6:00 p.m. The Ws were observed 
to be dynamic irrespective of the street side throughout 
the day. In the winter season (Fig. 7), the maximum and 
minimum solar radiation on the eastern sidewalk was 
933.8 W/m2 and 22.5 W/m2, respectively. On the west-
ern sidewalk, it was 938.2 W/m2 and 21 W/m2. The max-
imum and minimum Ta values on the eastern sidewalk 
were 34°C and 26°C, respectively, and on the western side-
walk, the Ta values were 33°C and 25.6°C, respectively. The 
maximum and minimum RH on the eastern sidewalk was 
47.6% and 25%, respectively, and on the western sidewalk, 
the RH was 46.3% and 26%, respectively. In the summer 

Figure 6. Survey locations with their respective aspect ratios and sky view factors
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season (Fig.8), the maximum and minimum solar radia-
tion on the eastern sidewalk was 1012 W/m2 and 64.9 W/
m2, respectively. On the western sidewalk, it was 1015.3 
W/m2 and 44.7 W/m2. The maximum and minimum Ta on 
the eastern sidewalk were 43.5°C and 36.7°C, respective-
ly, and on the western sidewalk, Ta was 43.5°C and 37.5°C, 
respectively. The maximum and minimum RHs on the 
eastern sidewalk were 33.6% and 24%, respectively; on the 
western sidewalk, the RHs were 34.5% and 23.8%, respec-
tively. 

Thermal walks
From the responses of people’s perception of individu-
al microclimatic factors, it was observed that most of the 
participants preferred to walk on sidewalks shaded by 
buildings and vegetation irrespective of the season. The 
level of solar radiation and Ws largely inf luenced thermal 
perception (TSV). From simultaneous wind perception 
and Ws measurement, it was observed that participants 
voted Ws of more than 1m/s as neutral to windy. In win-
ter, the mean TSV (mTSV) was between cool (-2) and slight-

Figure 7. Diagram of factors connecting TSV, urban geometry, and microclimatic factors 
in Winter. Graph (a) shows variation in TSV at the studied time durations with AR and 
SVF; graphs (b),(c),(d), and (f) show the variation in microclimatic parameters



Geographica Pannonica | Volume 28, Issue 1, 71–84 (March 2024)Shivanjali Mohite,  
Meenal Surawar

| 78 |

ly cool (-1) under shade, whereas slightly warm (2) under 
sunlight (Fig.7). Participants’ Ws perception was between 
neutral to slightly windy in the morning (9:00 am – 10:00 
am) and evening (5:00 pm – 6:00 pm). They preferred 
slightly less Ws as it made them feel a cool thermal sen-
sation. In the afternoon (11:30 am - 12:30 pm), wind speed 
perception was between slightly less wind and neutral, 
and Ws preference was between neutral and more wind as 
thermal sensation improved with the wind. In Summer, 
the mTSV was between neutral and warm (2) under shade. 

In contrast, under sunlight, it was between warm (2) and 
very hot (4) (Fig.8). In the morning (9:00 am - 10:00 am) and 
evening (5:00 pm - 6:00 pm), the TSV was between neutral 
(0) under shade and warm (2) under direct sunlight. Par-
ticipants’ wind preference was neutral to more wind. In 
the afternoon (11:30 am - 12:30 pm), the TSV was between 
warm (2) and very hot(4), and participants’ Ws preference 
was between less wind and neutral; the TSV in the after-
noon increased because of low RH. 

Figure 8. Diagram of factors connecting TSV, urban geometry, and microclimatic factors 
in Summer. Graph (a) shows variation in TSV at the studied time durations with AR and 
SVF; graphs (b),(c),(d), and (f) show the variation in microclimatic parameters
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Change in TSV with Microclimate and Urban Geometry
Microclimate parameters play an essential role in outdoor 
thermal sensation. As discussed in thermal walk observa-
tions, the increase in Ta and solar radiation, outdoor ther-
mal sensation increases, whereas it decreases with Ws 
and RH. The changes in TSV with respect to urban geome-
try and microclimatic parameters throughout the day are 
represented in Fig (7) for winter and Fig (8) for summer. 
This representation approach allows to compare the par-
ticipants’ thermal experiences with the measured envi-
ronmental conditions.

In both the seasons, the TSV on eastern sidewalk in 
morning was low compared to the western sidewalk due to 
availability of shade on eastern sidewalk. In the afternoon 
the points with minimum SVF have low TSV. Whereas in 
the evening, during winter season, both sidewalks have 
almost similar TSV, due to low intensity of solar radiation 
and wind speed. The point 6 on both sidewalks have wide 
canopy tree thus the TSV at this point is low throughout 
the day, whereas the location East 5 has maximum SVF 
thus the TSV is high throughout the day in both seasons. 
The overall observations show that individuals exposed to 
direct sunlight tend to overestimate their thermal com-
fort, irrespective of the season, whereas those in shaded 
areas often underestimate it.

A one-way ANOVA test was performed to check if the 
TSV varies equally with solar radiation in both seasons. 
In this test, solar radiation is considered the independent 
variable, and TSV is the dependent variable. The level of 
impact of solar radiation on TSV is determined by com-
paring the F-value, F-crit value, and P-value. The results 
of the one-way ANOVA test showed that in both seasons, 
the TSV varies significantly with the level of solar radia-

tion (Table 1). The difference between the F-value and the 
F-crit value in summer is greater than that in winter, indi-
cating that people prefer to walk under shade for a in sum-
mer to feel comfortable. This indicates the importance of 
shading in the PTC.

Ef fect of Urban Geometry on mPET
The correlation analysis of urban geometry parameters, 
SVF, and mPET showed that during both seasons, the in-
f luence of urban geometry on thermal comfort varied with 
time and for the side of the street. During morning hours 
(9:00 am - 10:00 am) in both seasons, the east side of the 
street with buildings adjacent to it is not exposed to so-
lar radiation. As a result, the MRT and mPET are at a min-
imum on this side. Conversely, most of the survey points 
expose the west side of the street to solar radiation, lead-
ing to maximum MRT and mPET values. Thus, the corre-
lation between SVF and mPET is strong on the east side (R2 
value: 0.80 for summer and 0.65 for winter), whereas it is 
weak on the west side (R2 value: 0.23 for summer and 0.24 
for winter) (Fig 9,10).

In the afternoon (11:30 am - 12:30 pm), during both sea-
sons, both sides of the street with high SVF are exposed to 
solar radiation, resulting in similar microclimates. Points 
with the presence of a tree or any other artificial shading 

result in comparatively minimum MRT and mPET. Survey 
point East 5 has the maximum SVF value, leading to the 
maximum MRT and mPET values. On the other hand, sur-
vey points East 6 and West 6 have the minimum SVF, re-
sulting in minimum MRT and mPET throughout the day. 
On the studied street, the east side has the presence of 
trees at multiple survey points; thus, the correlation on the 
east side is strong (R2 value: 0.90 for summer and 0.92 for 

Table 1. Results of ANOVA using TSV as a covariate

One - way ANOVA

Source of variation SS df MS F P-value F crit

Summer
Between Groups 22139294 1 22139294 288.35 1.55E-49 3.86

Within Groups 32016044 410 76777.08

Winter
Between Groups 3026638 1 3026638 43.38 1.38E-10 3.86

Within Groups 28603493 410 69764.62

Figure 9. Correlation between SVF and mPET during the Winter
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winter) compared to the west side (R2 value:0.72 for sum-
mer and 0.75 for winter) (Fig 9,10). 

In the summer season, during the evening (5:00 pm - 
6:00 pm), the west side of the street has adjacent buildings 
blocking solar radiation, while the eastern side remains 
exposed to it. Therefore, the western side experienc-
es minimum MRT and mPET compared with the eastern 
side. Thus, the correlation on the west side is strong (R2 
value: 0.62) (Fig 9), whereas on the east side, it is weak (R2 
value: 0.33) (Fig 10). In the winter season, as the sun’s az-
imuth angle is lower, the buildings on the west side block 
solar radiation for both sides of the street, resulting in 
minimum mPET values for both sides. Thus, there is no 
significant difference in the correlation for both sides of 
the street (R2 value: 0.55 for the east and 0.60 for the west) 
(Fig 9,10). 

Change in TSV with mPET
The correlation between TSV and mPET can help establish 
a relationship between the perceived thermal comfort of 
individuals and the quantified thermal conditions based 
on mPET. The correlation indicates that people’s ther-
mal sensation votes are in agreement with the calculated 
mPET values (Fig.11). 

Although TSV and mPET correlate positively, it is im-
portant to evaluate if the physiological stress associat-
ed with the mPET index is the same as the actual thermal 
sensation experienced by people. Thus, the neutral PET 
was determined using mTSV = 0 in the regression equa-

tion. The regression equation for the street in both seasons 
is described below:

y = 0.42x – 11.87 (East_Winter) � (3)

y = 0.38x – 10.74 (West_Winter) � (4)

y = 0.28x – 8.90 (East_Summer) � (5)

y = 0.39x – 12.67 (West_Summer) � (6)

Where,
•	 y = mTSV
•	 x = mPET

The results show that for winter, the neutral mPET val-
ues for the Eastern sidewalk is 28.1°C and for the west-
ern sidewalk is 27.9°C, respectively. Therefore, the aver-
age neutral mPET value for the winter is 28°C. Similarly, 
for summer, the neutral mPET values for the eastern and 
western sidewalk are 31.7°C and 32.4°C, respectively. 
Therefore, the average neutral mPET value for the summer 
is 32°C. According to the mPET index, the neutral thermal 
stress varies between 26-30°C (Chen et al., 2018). Where-
as for Nagpur city, it is 32°C in summer. This shows an in-
crease in adaptive tolerance to higher temperatures in the 
summer season, that is, the ability of individuals to adapt 
and adjust their comfort perceptions and responses based 
on changing environmental conditions.

Figure 10. Correlation between SVF and mPET during the Summer

Figure 11. Correlation between mTSV and mPET for winter and summer
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Discussion 

The study was conducted in Nagpur city, which has a tropi-
cal Savannah climate. This study analyzes the seasonal and 
spatio-temporal behaviors of PTCs on an oriented street as 
a pilot study in the summer of 2022 and winter of 2023. The 
results show that urban geometry has an essential effect 
on the urban microclimate. Urban geometry governs the 
level of solar radiation, which inf luences ground Ts and 
Ta directly above it. The N– S orientation of the street is 
parallel to the solar path; thus, the building adjacent to the 
street effectively blocks solar radiation throughout the day 
and provides shade for pedestrians on the sidewalk. The 
correlation between SVF and mPET showed that the in-
f luence of SVF on microclimate and PTC varied through-
out the day. In the morning, the minimum SVF is effec-
tive for the eastern sidewalks, whereas in the evening, it 
is effective for the western sidewalks because the building 
adjacent to the sidewalk blocks solar radiation. In the af-
ternoon, due to the angle of solar radiation being approxi-
mately 90 degrees from the ground, trees or other shading 
devices block solar radiation. Thus, minimum SVF is ef-
fective. These findings are associated with previous stud-
ies that show a significant correlation between SVF and 
thermal comfort index and reported that N– S orientation 
streets with buildings adjacent to sidewalks are beneficial 
to PTC (Acero et al., 2019; Achour-Younsi & Kharrat, 2016; 
Bourbia & Awbi, 2004; Ketterer & Matzarakis, 2014; Nar-
imani et al., 2022; Pearlmutter et al., 2007). 

The thermal walk observations in both seasons showed 
a significant difference in thermal sensation results with 
respect to microclimatic parameters. It was observed that 
people’s thermal sensations vary spatially with the lev-
el of solar radiation and temporally with temperature and 
wind. The results are aligned with previous studies that 
show that people overestimate their thermal sensation un-
der direct sunlight and wind speed (Azegami et al., 2023; 
Kotharkar et al., 2024; Lam & Hang, 2017; Lau et al., 2019; 
Peng et al., 2022; Sanusi et al., 2016). The presence or ab-
sence of wind can significantly impact how cold individu-
als feel, even at the same temperature. Wind increases the 
rate of heat loss from the body through convection, mak-
ing the surroundings feel colder than the actual tempera-
ture (Lau et al., 2019; Yu et al., 2021). 

The neutral mPET value for winter is 28°C, and that for 
summer is 32°C. This indicates the dynamic nature of hu-
man comfort preferences, showcasing the ability of indi-
viduals to adjust their thermal expectations following sea-
sonal variations. The neutral mPET values for Nagpur are 
similar to a research conducted in in Kolkata, where the 
neutral PET was calculated and the resultant values were 
27.5 °C for winter and 30 °C (summer) (Banerjee et al., 2020). 
The neutral mPET value also indicated that it is crucial to 
calibrate the thermal comfort index according to the local 
conditions to mark the actual thermal sensation through 
an objective assessment of the outdoor environment. 

Conclusion

Walkability is a sustainable mode of transportation and an 
efficient last-mile connectivity option. In tropical countries, 
climate is an essential barrier to walkability. This paper 
presents a pilot study conducted on Nagpur’s commercial 
street as a methodological approach for assessing pedestri-
an thermal comfort. This study shows the relationship be-
tween urban street geometry, microclimate, and pedestrian 
thermal comfort. This study highlights the importance of a 
multidimensional approach for understanding pedestrian 
thermal comfort’s spatiotemporal dynamics. It emphasizes 
the need for a multi-duration study to identify issues con-
cerning the time of day when pedestrians experience max-
imum thermal stress and the combination of urban geome-
try that affects pedestrian thermal comfort. 

This study shows a strong correlation between urban ge-
ometry and pedestrian thermal comfort. For streets with 
a North– South orientation, the aspect ratio and sky view 
factor play essential roles, and their inf luence on pedes-
trian thermal comfort changes throughout the day. Maxi-
mum comfort is experienced on the eastern sidewalk in the 
morning and on the western sidewalk in the evening due to 

the shading effect. Both sidewalks have the same comfort 
level in the afternoon, except for places with direct shad-
ing. The ANOVA test outcomes highlight the important role 
of solar radiation in inf luencing thermal sensation votes 
(TSV), demonstrating the importance of shading strate-
gies in mitigating discomfort. The determination of neutral 
mPET values indicates the need for area-specific calibration 
of thermal comfort indices at the local level, enabling the 
identification of critical areas that require specific interven-
tions based on objective assessments. 

This study advocates including objective and subjective 
parameters in comprehensively assessing pedestrian ther-
mal comfort. This study explains the behavior of N–S ori-
ented streets; thus, the results can be applied to N– S ori-
ented streets in similar climatic conditions. Further study 
will be conducted using the same method for a large data 
sample in terms of the number of participants for the ther-
mal walk and the streets of different orientations. This 
method can help urban planners and researchers identify 
critical areas for pedestrian thermal comfort and develop 
context-specific mitigative strategies
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