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Energy consumption in machining processes has become a problem for today's manufacturing industry. The use of neural networks and optimization algorithms for modeling and prediction of consumption as a function of the cut-off parameters in processes of this type has aroused the interest of research groups. The present work used artificial neural networks (ANN) to predict the energy consumption of a Leadwell V-40i® five-axis CNC machining center, based on experimental data obtained through a factorial experimental design 53. ANN was programmed in Matlab®. From the study was concluded that the depth per pass (Ap) is the variable that has the most influence on the prediction model of energy consumption with a 77% of relative importance, while the feed rate is the least relevant with 9% of importance.
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INTRODUCTION

Energy consumption in the manufacturing industry, being the main axis of many companies, has been studied with the aim of improving energy efficiency and profitability. With the arrival of new technologies such as machine tools with computerized numerical control (CNC), automation of processes has been achieved, reducing manufacturing times and costs. Based on this, various methods have been explored to achieve a reduction in energy and material consumption from the optimization of machining processes. Among the main manipulated cutting variables such as feed speed, spindle speed, and radial and axial depth of cut, and the definition of the strategies that determine the tool paths to carry out the machining. In the work developed by Hu, et al [1], energy consumption is minimized by optimizing machining sequences, by reducing the number of machine positionings and achieving a 14% reduction in consumption and 21% in the time of machining. On the other hand, in other studies, the multi-objective optimization of the parameters and trajectories is developed, managing to reduce the energy consumption of the machine by 16% and a reduction in machining time [2]. Another study is the realized by Ma, et al, where a theoretical mathematical model was used to minimize energy consumption by controlling the speed of the spindle, the authors found the appropriate speeds that did not affect the piece finishing and that in turn presented energy savings. In the same way, they carried out the validation of the model with real experimentation and had an 80% approximation between the theoretical value of savings and the experimental on [3].

Specialized literature presents multiple theoretical models trying to obtain a good approximation to the real process, however, their error margins are still very high [4], [5]. Such is the case presented by Mori, et al, who made the evaluation of the spindle acceleration. Yan and Li, evaluate the impact of the rotational speed, feed rate, axial depth and radial depth in the superficial finishing in a turning process. Additionally, in the specialized literature, there are works in which they perform the optimization of the machining processes or made the evaluation of the surface finishing taking into account as main cutting parameters the spindle speed, feed rate and axial depth [6]–[10].

On the other hand, the implementation of predictive models through neural networks which are based on real data helps to reduce errors and improve the prediction of energy consumption, surface finish, or cutting forces, thus having more efficient processes [11], [12]. Such is the case presented by Vishnu, et al, where they performed an optimization of the cutting parameters and prediction of the surface roughness for machining a P20 steel by means of neural networks. Where they implement the Taguchi methodology to reduce the number of experiments required, for neural networks they use a multilayer model of nonlinear mapping. The authors report a correlation of 1 between experimental and theoretical data which means that the AAN purposed can be implemented to know the surface finish of machining of a P20 steel [8]. Moreover, Zerti, et al, carry out a study to predict the machining performance of the machining process of a martensitic steel by means of neural networks using as input variables the main cutting variables and considering the roughness and cutting forces exerted in all directions, the authors obtain an R² of 95% which is an acceptable value, finding that the feed rate is the vari-
able that most influences the surface finish [9].

In the specialized literature, the use of neural networks to predict the surface finish which is related to cutting parameters that minimize roughness and cutting forces, has been successfully implemented, which are important to improve the quality of the processes. However, there are few studies focused on the energy consumption of machine tools, which is a variable of importance in the manufacturing industry, for this reason is important to determine the cutting parameters that allow more efficient machining processes. It is for the above that in this paper, a model based on ANN was designed, programmed, and validated to predict the energy consumption of a Leadwell V-40iT® five-axis CNC machining center. For the construction of the database for the training and validation process, an experiment was carried out in the Leadwell V-40iT® machining center. Using an experimental factorial design that included spindle speed (Vs), feed rate (Vf) and cutting depth (Ap).

**EXPERIMENTAL DATA**

To obtain the database, a factorial experimental design was implemented, which allows having a broader measurement spectrum, which translates into the acquisition of more detailed experimental data, considering intermediate points of the main cutting variables. The data is based on the operating recommendation of the tool manufacturer, which was a ½" Master Cut® cylindrical bur. Table 1 shows the parameters implemented for the 125 experiments, which were performed on an AISI 1045 steel plate with a radial cutting depth of 75%. As is mentioned above, in this study was taken as main cutting parameters the Vs, Vf and Ap, because they are the variables that are mainly controlled in the works published in the specialized literature and have a direct influence on energy consumption and surface finishing. Is important to highlight that the radial depth and refrigerant depends on the tool manufacturer recommendation and the type of workpiece material. The objective of the experimental design is the measurement of the energy consumption associated with the different configurations mentioned in a measurement range, which will be the output of the neural network, in Figure 1 a schematic representation of the taking of variables that have an effect in the machining process and related output.

<table>
<thead>
<tr>
<th>Cutting parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spindle speed (Vs)</td>
<td>950 – 1900 rpm</td>
</tr>
<tr>
<td>Feed rate (Vf)</td>
<td>134 – 268 mm/min</td>
</tr>
<tr>
<td>Cut depth (Ap)</td>
<td>1 – 3 mm</td>
</tr>
</tbody>
</table>

**ARTIFICIAL NEURAL NETWORK**

Artificial neural networks (ANN) are mathematical approximation models where inputs are related to a specific output, all through the analysis of a set of experimental data. From this analysis, correlations are found to define the architecture of the network. The prediction of the output, or target, is performed if the input is within the limits of the database with which the training was carried out [13]. In the present work, a feed-forward network type multilayer neural network model was developed, which has one or more hidden layers of neurons with sigmoid function followed by a layer of linear neurons, this architecture allows establishing linear and not linear transfer functions, providing adjustments in a better way to the studied phenomena [14]. In Figure 2 the implemented architecture is shown, there you can see the number of inputs, the hidden layer with the transfer function where the weights are assigned to each of the variables and their adjustment (bias), and finally the layer linear output with an additional adjustment component corresponding to the linear function [15].

For this work, the hyperbolic tangent sigmoid function was implemented as a transfer function, accompanied by the PURELIN output layer, and was trained by means of the Levenberg-Marquardt optimization algorithm (trainlm). The three main cut-off parameters (Vs, Vf, Ap) are the inputs, and the energy consumed (En) is the output. The sigmoid function is taken because of the behavior of the variables in relation to consumption, for the case studied was the one that obtained the best results.

**ANN training**

In order to establish a relationship between the input variables (cut-off parameters) with the output (energy consumption), a normalization function is used (Equation 1) that allows the database to be brought to values between 0.1 and 0.9 [10].

\[
x_i = 0.8 \left( \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right) + 0.9
\]  

Figure 1: Schematic representation of experimental design

![Figure 1: Schematic representation of experimental design](image)

![Figure 2: ANN architecture](image)
Where $x_{\min}$ and $x_{\max}$ are the minimum and maximum value of each cutting parameter.

The number of neurons is determined by training the network, where the number of hidden layers is progressively increased until a coefficient of determination ($R^2$) is achieved as close to 1 as possible, which would indicate that there is a linear correlation between predicted and simulated values, Equation 2 [11].

$$R^2=1-\sum_{q=1}^{Q}\frac{(y_{q,\text{pred}}-y_{q,\text{exp}})^2}{\sum_{q=1}^{Q}(y_{q,\text{exp}}-y_m)^2}$$

Where $Q$ is the number of data, $y_{q,\text{pred}}$ represents the prediction of the network, $y_{q,\text{exp}}$ the experimental response, $y_m$ the average of the current values and $q$ the data that is being analyzed. At the end of the ANN training, the weights and the biases are obtained, the mentioned terms are necessary to create the equation that will allow the prediction of the energy consumption (Equation 3) which is constructed by the weighted sum of each neuron. The weights and adjustments are obtained through the trainlm algorithm which, by using a second-order approximation method, from a Hessian matrix, increasing the speed of the gradient and allows to find the coefficients of the function at low computational cost, being this an improved version of the Newton-Raphson method.

$$Out = \sum_{i=1}^{s} \left[ W_i \left( \frac{2}{1+e^{-x_i \cdot \sum_{k=1}^{s_i} \left( W_i \cdot b_i \right)}} \right) - 1 \right] + b_2$$

Where $Out$ represents the predicted energy consumption, $W_i$ and $W_o$ the weights associated with each neuron and each variable, respectively, and $b_1$ and $b_2$ the biases, $b_1$ being for each sigmoid transfer function and $b_2$ being a single component that corresponds to the layer linear output.

RESULTS AND DISCUSSION

When the neural network was trained, a correlation of 0.9308 was found between the simulated data and the real data with a configuration that implements six neurons in the hidden layer, which relates 24 weights ($W_i$=18; $W_o$=6) and seven biases ($b_1$=6; $b_2$=1) to predict the energy consumption of the studied CNC machine.

Since the number of neurons is defined by a trial-and-error system, it is necessary to establish a criterion to avoid overfitting [12], a very common error when training Feed-Forward type neural networks. This criterion is directly the value of $R^2$ that, by allowing the software a maximum number of iterations in case of not finding the target, it is possible to validate which is the minimum number of neurons that are required to obtain a good correlation. In this case, the programmed algorithm showed that the optimal number of neurons is six and found a maximum correlation of 0.9308 in a total of 39190 iterations in a time of 11307 s. Table 2 shows the parameters obtained that best suited the model for six neurons.

**Model validation**

The validation stage of the model is carried out after training. The value of $R^2$ that was found by the algorithm was observed, and the regression is carried out between the simulated energy consumption data associated with equation 3, with the energy consumption data from the experimental database. Figure 3 shows the regression graph of the Matlab® Toolbox ANN, where it is observed how far the experimental data are from the trained neural network model. Furthermore, the regression value found by the programmed algorithm coincides with the regression developed by the Toolbox, giving validity to the programmed convergence methods.
Sensitivity analysis

According to Khataee and Mirzajani [13], it is possible to quantify the relative importance that each variable has on the studied model considering each input and using the weights obtained by the ANN, the relative importance is calculated using Equation 4.

\[
I_j = \frac{\sum_{m=N_i}^{m=N_h} \left( \left| W_{jm} \right| / \sum_{k=1}^{N_k} \left| W_{jk} \right| \right) \times W_{jm} \times \left| W_{jm} \right|}{\sum_{k=N_h}^{k=N_i} \left( \sum_{m=1}^{m=N_h} \left| W_{km} \right| \times \left| W_{km} \right| \right)}
\]  

(4)

Where \( I_j \) is the relative importance of the \( j \)-th input variable, \( N_i \) and \( N_h \) are the number of inputs and hidden neurons, respectively. Finally, \( W \) represents the weights found. Figure 4 shows the relative influence of each variable. From it can be concluded that the depth per pass \( A_p \), is the variable that has the most influence on the energy consumption prediction model with 77% importance, this was expected because the deeper the greater forces the tool infringes on the part to be machined, on the other hand, the feed rate is the least relevant with a value of 9%.

![Figure 4: Relative importance of input variables in the energy consumption prediction. Being Vs the spindle speed, Vf the feed rate, and finally Ap the cutting depth.](image)

CONCLUSIONS

In this paper the prediction of the energy consumption media ANN was realized, using as input parameters the feed rate, depth of cut and spindle speed, finding that the depth of cut is the parameter which impact the most in the energy consumption with a 77% of relative importance. Results and validations show that the programed model was accurate for the problem abroad, obtaining an \( R^2 \) of 93%. Where errors in the prediction model could be related to the vibrations and wear of tool in the experiments.

The equation developed by the ANN allows to predict the energy consumption in the studied machining center departing from the input parameters, in this way it is possible to know the energy consumption related to a linear machining process with a \( \frac{1}{2} \)" end mill, contributing to the study of the energy management in the manufacturing processes, allowing the optimization of cutting parameters, developing experimental mathematical models that helps to include the optimization techniques, depending from the different variables and tools purposed.

Artificial neural networks allow the development of mathematical models from experimental data, in which the physics problem can be described and therefore can be studied for parameter optimization processes, that could allow energy savings when finding the parameters that represent the lowest energy consumption for a given process. As has been shown in various works, to obtain an accurate prediction model requires a large amount of experimental data, so the coefficient of determination found could be higher if they were available, on the other hand, the human error at the time of data collection by experiments and wear on the tool can alter the associated consumption values, affecting the correlation of the data. Due to this last factor, is proposed future work, in addition to the study of the cutting parameters, also considering the wear on the tool to reduce the noise in the measurement of the energy consumption.
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