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Driving quality and vehicles safety of hybrid electric vehicles (HEVs) are two hot-topic issues in automobile 
technology. Nowadays, research focuses to more intelligent and convenient HEVs fault detection methods. This 
paper will focus on the fault detection of HEV powertrain system with a data-driven algorithm. Orthonormal 
subspace analysis (OSA) is a newly proposed data-driven method which adds the ability of fault separation. 
Nonetheless, the linear OSA algorithm cannot effectively detect powertrain system faults, since these faults present 
complex nonlinear characteristics. A new kernel OSA (KOSA) method is proposed to transform the nonlinear 
problem into a linear problem through the mapping of kernel function and the dimensionality reduction technique of 
OSA. Testing results on a nonlinear model and real samples of XMQ6127AGCHEVN61 HEV show that KOSA 
address the nonlinear problems and it performs better than OSA and kernel principal component analysis (KPCA). 

Keywords: fault detection, fault separation, hybrid electric vehicles, kernel function, nonlinear problem, orthonormal 
subspace analysis 

1 INTRODUCTION  

Hybrid electric vehicles (HEVs) have gained significant attention as a cutting-edge technology to address the 
pressing challenges of energy consumption, air pollution, and global warming resulting from greenhouse gas 
emissions [1, 2]. However, the fault detection and diagnosis (FDD) of HEV powertrain systems have not received 
adequate attention. Actually, a set of many powertrain devices may be extremely easy to lead to fault occurrence of 
HEV powertrain system [3]. The high incidence of faults in HEV powertrain systems aggravates not only energy 
consumption but also air pollution and global warming concerns [4].  
Despite these challenges, the widespread implementation of intelligent methods in the field of HEV powertrain 
systems has yet to be realized. Currently, several common FDD methods are employed for HEV powertrain 
systems: 

− The observe-based FDD method: Maintenance workers detect and locate faults based on their previous 
working experience. Consequently, most workers are compelled to deal with conditions that have not yet 
been incorporated into a mathematical model [5, 6]. 

− The instrument-based FDD method: Maintenance workers detect and locate faults using various 
instruments to measure parameters, waveforms, curves, and other relevant data. However, this approach 
incurs significant maintenance costs [7, 8]. 

− The self-diagnostic FDD method: The self-diagnostic system installed in HEVS provides cross-checks of 
signal levels of the Electronic Control Unit (ECU) with their reference values kept in memory. If the value 
of signal level exceeds that of the allowable threshold, the ECU will consider that signal as a fault one and 
sends a fault code to its memory. Nonetheless, the method has not been able to reach high fault 
detection rates (FDRs) and low false alarm rates (FARs) because of its poor anti-jamming ability [9, 10]. 

Compared to the FDD methods mentioned earlier, the Orthonormal Subspace Analysis (OSA) method relies solely 
on historical data, without the need for complex HEV models. It mitigates the drawbacks associated with traditional 
HEV powertrain FDD techniques. Therefore, this study adopts OSA for monitoring powertrain systems in HEVs. 
OSA segments the original data into two distinct categories: process variables and Key Performance Indicator 
(KPI) variables. Subsequently, it decomposes these categories into three subspaces, which have been validated to 
be orthonormal [11]. These three subspaces are identified as the quality-related subspace, the quality-unrelated 
process variables subspace, and the input-unrelated KPI variables subspace. Concurrently, the principal 
component analysis (PCA) dimensionality reduction technique [12] is employed to select the PCs of OSA, 
facilitating the monitoring of each subspace derived from OSA. By monitoring each subspace independently, OSA 
can effectively determine the presence of faults in either quality-related or quality-unrelated process variables or 
input-unrelated KPI variables, particularly under optimal conditions [13]. 
However, the traditional OSA algorithm was originally designed for monitoring linear process issues, assuming 
linearity in the observations. In practice, nonlinearity is prevalent in most HEV powertrain systems, affecting the 
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extraction of quality-related information due to nonlinear characteristics in variables. As a result, the three 
subspaces extracted by OSA are not truly orthonormal in the context of nonlinear processes. Artificial neural 
network (ANN) [14-16], which is inspired by the structure and function of biological neural networks in the brain, is a 
common technology for handling the nonlinearity in data. However, ANN typically requires more computational 
resources and time for training and execution, especially when dealing with large-scale datasets. This may result in 
higher computational costs. Additionally, ANN is commonly regarded as black-box models because its decision-
making processes are challenging to explain. This can result in a lack of understanding of the model's internal 
operations. Decision trees, random forests, and gradient boosting trees, among other tree models [17-19], have 
abilities of capture nonlinear relationships. However, tree models are highly sensitive to minor changes in data, 
which can lead to unstable predictions. Small data variations may cause changes in the structure of the tree. 
Furthermore, in very deep trees or ensemble models, the interpretability of tree models may decrease. The kernel 
function, which constructs a nonlinear model mapping from the input space to the feature space, has been shown 
to effectively address nonlinear challenges [20, 21]. In contrast, kernel functions can effectively handle high-
dimensional data without being susceptible to the curse of dimensionality because they perform inner product 
operations in high-dimensional space without the need to directly compute complex features of high-dimensional 
data [22]. Furthermore, the choice of kernel functions is relatively flexible, allowing us to not only select appropriate 
kernel types and parameters based on the nature of the problem, but also better adapt to various types of nonlinear 
relationships [23]. Most importantly, kernel function methods are typically more interpretable than ANN and tree 
models, as they do not produce black-box models. We can understand the mathematical properties of specific 
kernel functions to explain the model's behavior [24]. Furthermore, the local kernel function [25] within specific local 
regions makes it more suitable for addressing local nonlinearity issues. The choice between kernel function and 
local kernel function depends on the data characteristics and the specific problem. If the data exhibits global 
nonlinear structures, kernel function may be more appropriate. However, if the data contains local nonlinear 
structures, and we aim to capture these local structures more effectively, local kernel function may be a better 
choice. Therefore, we combine the kernel method with OSA in this paper, resulting in the introduction of kernel 
OSA (KOSA) for monitoring HEV powertrain systems. 
The contributions of this work can be summarized as follows. Firstly, we propose a novel algorithm, KOSA, 
designed to address nonlinear fault detection challenges in HEV powertrain systems. Secondly, this work evaluates 
the effectiveness of the new algorithm using a nonlinear model. Additionally, KOSA has the capability to determine 
whether the fault is related to quality-related or quality-unrelated process variables or input-unrelated KPI variables 
within a nonlinear process. Finally, we conduct a comparative analysis of the fault detection rates (FDRs) and false 
alarm rates (FARs) for OSA, KOSA and KPCA algorithms in the context of HEV powertrain systems. 
The remainder of this work is organized into five sections: Section 2 provides an overview of existing methods, 
including the traditional OSA algorithm and the kernel method. Section 3 introduces the KOSA algorithm for 
nonlinear fault detection and establishes a nonlinear model to assess the performance of the KOSA algorithm. 
Section 4 presents a comparative study of OSA, KOSA and KPCA algorithms based on testing with the HEV 
powertrain system. Finally, Section 5 offers concluding conclusions for this work. 

2 EXISTING METHODS   

2.1 Orthonormal Subspace Analysis  

Give a set of n  training samples for OSA learning and take standardized ×∈ n sX R  as the s  process variables. 
OSA retains the standard Partial Least Square identification technique [26] which introduces KPI variables, that is, 
one can take standardized ×∈ n rY R  as the r  KPI variables. OSA can divide X  and Y  into the following three 
subspaces: 

 



OSA OSA OSA

OSA OSA OSA

= +
= +

X T P E
Y T P F

, (1) 

where OSAT  is the score matrix extracted from the common component of X  and Y ; OSAP  is the transformation 
matrix; OSA OSAT P is the common component subspace of X  and Y , respectively; OSAE  and OSAF  are the residual 
subspaces of X  and Y , respectively.  
The key principle of OSA is that the three subspaces are proved to be orthogonal, in a word, fault separation can 
be achieved by independently monitoring the three orthogonal subspaces. By monitoring the subspace OSA OSAT P , 
one can determine whether a fault locates in quality-related process variables; and by monitoring the subspace 

OSAE , one can determine whether a fault locates in quality-unrelated process variables, similarly; and one can 
determine whether a fault locates in the measurement of KPI variables by monitoring the subspace OSAF , finally. 
For further details, see Section 3.1. 

2.2 The Kernel Method  

The important advantage of the kernel method is mapping the original, nonlinear data into a high-dimensional linear 
space which is referred to as the feature space [27, 28]. That’s to say, the kernel function actually builds a 
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nonlinear mapping model from the input space to the feature space [29, 30]. The principle of the kernel method is 
described in Fig. 1. 

 
Fig. 1. Principle of the kernel method 

There exists plenty of kernel functions. Several classic kernel functions are as follows:    

    

















d
p i j i j

s i j 0 i j 1

2
i j

r i j

( , ) = ,

( , ) = tanh(β , +β )

-
( , ) = exp(- )

c

K X X X X

K X X X X

X X
K X X

    (2) 

In the above equation,  pK  ,  sK  and  rK  are called polynomial kernel function, sigmoid kernel function and Gaussian 
kernel function, respectively [31-34]. The parameters d > 0 , 0 1β > 0, β < 0  and c  can be adjusted arbitrarily. 

, i j(i =1,2,...,n) (j =1,2,...,n)X X  are the , th thi j  vectors of original samples, respectively. In the given expression, "
d

i j,X X " refers to raising the inner product of two vectors iX  and jX  to the power of d . The inner product is 
typically used for operations between matrices and vectors, representing the degree of similarity or relationship 
between them; "

2
i j-X X " represents the square of the L2-norm of vector i j-X X . The L2-norm calculates the 

square root of the sum of the squares of all elements in the vector.  
Before applying the kernel method, mean-centering in the feature space should be performed as Eq. (3) shown. 
    

n n n n= - - +K K 1 K K1 1 K1 , (3) 

where ×

 
  ∈ 
  

n n
n

1 ... 1
1= ... ... ...
n

1 ... 1
1 R ; and K  is the mean-centralized kernel matrix used to replace the original kernel 

matrix K [35]. 

3 THE PROPOSED METHOD  

3.1 Kernel Orthonormal Subspace Analysis procedure  

KOSA algorithm procedure is divided into two phases: offline training phase and online testing phase. Fig. 2 
summarizes the procedure presented below. 

 

Fig. 2. Kernel orthonormal 
subspace analysis procedure 
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A. Offline training phase: 
Step 1. Suppose the offline n  samples in the original input space are ×∈train n sX R (process variables) and 

×∈train n rY R  (KPI variables). Take E( )  and D( )  as the mean and variance of data matrices. Then, data 
normalization technique [36] is performed as Eq. (6) shown. 

 








train train

train

train train

train

-E( )=
D( )

-E( )=
D( )

X XX
X

Y YY
Y

 (4) 

Step 2. Calculate the kernel matrices  XK  and  YK  for X  and Y , respectively [22-24]. 

 













2
i j

X i j
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i j

Y i j

-
( , ) = exp(- )

c
-

( , ) = exp(- )
c

X X
K X X

Y Y
K Y Y

 (5) 

where i j(i =1,2,...,n), (j =1,2,...,n)X X  and i j(i =1,2,...,n), (j =1,2,...,n)Y Y  are the , th thi j  vectors in the input space, 
respectively;  
Step 3. Similar to Eq. (3), mean-centering in the feature space ought to be performed as Eq. (6) shown [22-24]. 

 




   

   
X X n X X n n X n

Y Y n Y Y n n Y n

= - - +
= - - +

K K 1 K K 1 1 K 1
K K 1 K K 1 1 K 1

 (6) 

Step 4. The obtained kernel matrices XK  and YK  ought to be applied to OSA. 

− Calculate the common component subspace OSA OSA
X Y=K K . 

 



X T -1 T
OSA Y Y Y Y X
Y T -1 T
OSA X X X X Y

= ( )
= ( )

K K K K K K
K K K K K K

 (7) 

− Calculate the residual subspaces OSAE  and OSAF . 

 



X
OSA X OSA

Y
OSA Y OSA

= -
= -

E K K
F K K

 (8) 

− KPCA decomposition is used to extract the PCs. Then, one can obtain the score matrix extracted from 
the common component, as Eq. (9) shown.  

 



X X X
OSA OSA OSA 1
Y Y Y
OSA OSA OSA 2

= +
= +

K T P E
K T P E

, (9) 

where X Y
OSA OSA=T T  are the score matrices extracted from the common component; 1E  and 2E  are residual 

matrices. It is worth mentioning that the PCs are chosen by the PCA method, and the value of cumulative 
contribution rate ought to be calculated by the PCA method [12]. 

− Offline thresholds calculation: 
X
OSAK  or Y

OSAK , OSAE  and OSAF  ought to be monitored by the PCA method and then generate 2T  and SPE  
monitoring indices, that is, 2

CT , 2
ET , 2

FT , CSPE , ESPE , FSPE  and XYSPE . The thresholds ought to refer to the 
PCA method [12]. 
What’s more, if the relationship between X  and Y  fails,  X

OSAK  will not amount to Y
OSAK . Therefore, a following 

index is constructed to monitor the changing relationship between  X  and Y : 

 2X Y
XY OSA OSASPE = -T T  (10) 

whose threshold ought to refer to the PCA method [12], as well. 
B.Online testing phase: 
Step 1. Suppose the online m  samples in the original input space are ×∈test m sX R  and ×∈test m rY R . Similarly, data 
normalization technique ought to be performed as Eq. (11) shown. 
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 (11) 

Note that the mean and variance of the offline samples are still used for data normalization technique in online 
testing phase. 
Step 2. Calculate the kernel matrices for newX  and newY , respectively.  
Step 3. Mean-centering in the feature space ought to be performed similar to Eq. (6). 
Step 4. Calculate the common component subspace and residual subspaces similar to Eq. (9). 
Step 5. Online monitor indices calculation: calculate the monitor indices 2

CT , 2
ET , 2

FT , CSPE , ESPE , FSPE  and 

XYSPE . If the value of any monitor index exceeds that of its threshold, there will exist a fault [12]. 

3.2 Nonlinear model application  

In this Section, a nonlinear model was applied to test the nonlinear ability of KOSA. The simulated process was 
given by Eq. (12): 

 



















1

1

C
1 1 2 1

C3
2 1 2

3 1 2 3
2

4 1 2 4
2

5 1 1 1 5
3 2

6 1 2 6

7 1 7
2 2

8 1 2 8

9 2 9

10 1 2 10

2 3
1 2 3

= e +C sin(C )+0.01s
= C + e +0.01s
= C C +0.01s
= (C +C ) +0.01s
= C sin(C )+C +0.01s
= C +C +0.01s
= C +0.01s
= C +C +0.01s
= C +0.01s
= C +C +0.01s

= C +C +0.

x
x
x
x
x
x
x
x
x
x

y



11

2 3 12

01s
= C +0.01sy

 (12) 

where variables kC (k =1,2,3)  followed a uniform distribution in interval -1,1; variables ks (k =1,2,..,12)  represented 
the Gaussian process noise; Certainly, 1 2 10[ , ,..., ]x x x  acted as process variables while 1 2[ , ]y y  acted as KPI 
variables. About 1,000 normal samples were obtained. The code was implemented using the MATLAB platform, 
and it can be reproduced based on the algorithm steps outlined in subsection 3.1. In this paper, Gaussian 
kernel function with kernel width c = 3000  is selected because it was found that c=3000 can lead to the optimal 
performance for KOSA. 

− Fault 1: A step fault with an amplitude of 3 in 1C , for variables 1 2 10[ , ,..., ]x x x . Obviously, Fault 1 located in 
quality-unrelated process variables. The fault detection rates (FDRs) and false alarm rates (FARs) of 
Fault 1 are shown in Table 1. 

Table 1. FDRs and FARs of Fault 1 

 2
CT  CSPE  2

ET  ESPE  2
FT  FSPE  XYSPE  

FARs 0% 0% 0% 0% 0% 0% 0% 
FDRs 6% 5.5% 62% 98% 4.5% 0% 91.25% 

From the results shown in Table 1, the FDRs of 2
ET , ESPE  and XYSPE  were extremely higher than the FDRs of 

others so it proved that the fault occurred in quality-unrelated process variables. Fig.3 shows the Fault 1 detection 
diagram of 2

ET , ESPE  and XYSPE , where the blue line represented values of the indices and the red one 
represented values of the thresholds. 
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Fig. 3. Fault 1 detection diagram of 2

ET , ESPE  and XYSPE  

− Fault 2: A step fault with an amplitude of 3 in 2C , for all the variables. Similarly, Fault 2 located in quality-
related process variables. The FDRs and FARs of Fault 2 are shown in Table 2. 

Table 2. FDRs and FARs of Fault 2 

 2
CT  CSPE  2

ET  ESPE  2
FT  FSPE  XYSPE  

FARs 0% 0% 0% 0% 0% 0% 0% 
FDRs 94.5% 83.5% 0% 13% 1.5% 57.25% 97.5 

From the results shown in Table 2, the FDRs of 2
CT , CSPE  and XYSPE  were extremely high so it proved that the 

fault occurred in quality-related process variables and the relationship between X  and Y  failed. Fig.4 shows the 
FDRs of 2

CT , CSPE  and XYSPE , where the blue line represented values of the indices and the red one 
represented values of the thresholds. 

  

Fig. 4. Fault 2 detection diagram of 
2
CT , CSPE  and XYSPE  

Fault 3: A step fault with an amplitude of 3 in 3C , for variables 1 2[ , ]y y . Finally, Fault 3 located in the measurement 
of KPI variables. The FDRs and FARs of Fault 3 are shown in Table 3. 

Table 3. FDRs and FARs of Fault 3 

 2
CT  CSPE  2

ET  ESPE  2
FT  FSPE  XYSPE  

FARs 0% 0% 0% 0% 0% 0% 0% 
FDRs 0% 2.75% 1.5% 0.5% 83.5% 99% 95% 

From the results shown in Table 3, the FDRs of 2
FT , FSPE  and XYSPE  were especially high so it proved that the 

fault occurred in the measurement of KPI variables and the relationship between X  and Y   failed. Fig.5 shows the 
FDRs of 2

FT , FSPE  and XYSPE , where the blue line represented values of the indices and the red one represented 
values of the thresholds. 
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Fig. 5. The Fault 3 detection diagram of 2

FT , FSPE  and XYSPE  

4 TESTING WITH HEVS POWERTRAIN SYSTEM  

4.1 Data selection  

The approach presented in this paper had been tested in XMQ6127AGCHEVN61 HEV. Some variables of the 
powertrain system were selected and shown as follows: 

Table 4. Definition of Variables 

Variable number Variable source Variable name Process variable/ KPI 

1 

Engine Control Module 

The actual engine torque (Nm) Process variable 

2 The desired engine torque (Nm) Process variable 

3 The actual engine speed (r/s) Process variable 

4 The desired engine speed (r/s) Process variable 

5 Water temperature (oC) Process variable 

6 Engine oil temperature (oC) Process variable 

7 

Motor control unit 

The actual motor torque (Nm) Process variable 

8 The desired motor torque (Nm) Process variable 

9 The actual motor speed (r/s) Process variable 

10 The desired motor speed (r/s) Process variable 

11 Motor temperature (oC) Process variable 

12 Motor current (A) Process variable 

13 

Electronic Stability 
Program 

Accelerator pedal opening (%) Process variable 

14 The actual vehicle speed (km/h) KPI 
15 The desired vehicle speed (km/h) Process variable 

16 The actual vehicle torque (Nm) Process variable 

17 The desired vehicle torque (Nm) Process variable 

This paper mainly studied the powertrain performance of HEVs, so the actual vehicle speed (the th14  variable) was 
selected as the KPI variable. The code was implemented using the MATLAB platform, and it can be 
reproduced based on the algorithm steps outlined in subsection 3.1. In this paper, Gaussian kernel function with 
kernel width c = 3000  is selected because it was found that c=3000 can lead to the optimal performance for KOSA. 

4.2 Testing  

The real samples of XMQ6127AGCHEVN61 HEV were collected when the accelerator was not functioning. A 
maximum of 1,500 normal road test samples were used in the offline training phase; a maximum of m =1100  non-
operational accelerator samples were selected in the online testing phase, and all faults were introduced from the 

th th
0m =100  sample up to the last on. The FAR and the FDR were calculated as Eq. (13) shown [11]. 
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 ×

 ×


0

0

0

num_FFAR = 100%
m

num_FFDR = 100%
m -m

, (13) 

where 0num_F  is the number of fault samples in the first 0m  samples; and num_F  is the number of fault samples 
in the last 0m -m  samples. KOSA, OSA algorithms were used for this comparison study, and the results of FARs 
and FDRs are shown in Table 5. 

Table 5. FARs and FDRs of OSA and KOSA 
 2

CT  CSPE  2
ET  ESPE  2

FT  FSPE  XYSPE  

FARs OSA 0% 0% 0% 0% 0% 0% 0% 
KOSA 0% 0% 0% 0% 0% 0% 0% 

FDRs OSA 54.5% 0% 0% 35% 0% 9.4% 37.9% 
KOSA 100% 41% 0% 100% 0% 56.8% 99.9% 

From the analysis of Table 5, faults mostly occurred in quality-related and quality-unrelated process variables, and 
the relationship between X  and Y  failed. Moreover, almost 50% samples were faults which occurred in the 
measurement of KPI variables. It’s obvious that the FDRs of the OSA algorithm were lower than that of the KOSA 
algorithm. Fig.6 shows the detection chart of the KOSA algorithm, where the blue line showed values of indices 
and the red one showed values of thresholds. 

 

 
Fig. 6. HEV powertrain fault detection chart of KOSA 

As a KPI-related algorithm, KOSA, when combined with a kernel function, can achieve better monitoring of 
nonlinear data. To substantiate this, we conducted comparative simulations with KPCA [20] before studying KOSA. 
A maximum of m' =1900  non-operational accelerator samples were selected in the online testing phase, and all 
faults were introduced from the th th

0m' = 501  sample up to the last on. Table 6 and Fig.7 show the performance of 
the KPCA algorithm. 
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Table 6. FARs and FDRs of KPCA 
 2T  SPE  

FARs 0% 0% 
FDRs 38.5% 55.79% 

From the analysis of Table 6, while KPCA demonstrates commendable FARs, its FDR remains below 60%. The 
reason behind this is that KPCA, as a KPI-unrelated algorithm, treats all variables uniformly and does not take into 
account the impact of KPI variables. This lack of specificity hinders its effectiveness in monitoring the powertrain 
system. 

 
Fig. 7. HEV powertrain fault detection chart of KPCA 

From the analysis of Figure 7, starting from the th650  sample, the blue line which represents the values of the fault 
statistic in the 2T  statistical chart occasionally surpassed the red threshold line. However, it is evident that the blue 
line frequently droped below the red line, indicating that KPCA lost its ability to distinguish between normal and 
faults. Similarly, in the SPE  statistical chart, from the th500  sample onward, the blue line began to trend above the 
red line, but it still failed to effectively distinguish between normal and faults. As a result, KOSA is better suited for 
monitoring HEV powertrain systems compared to KPCA. 

5 CONCLUSION  

This paper focuses on fault detection and separation in nonlinear HEV powertrain systems using a data-driven 
algorithm called KOSA, an enhanced version of the OSA algorithm. Compared to other nonlinear methods, KOSA 
offers enhanced interpretability: KOSA has the capability to transform the nonlinear high-dimensional variables into 
a linear framework, allowing for their monitoring using linear OSA method. Testing results, obtained from a 
nonlinear model and a real HEV powertrain system, demonstrate that the KOSA algorithm excels at extracting 
features from nonlinear data and accurately determining whether the fault resides in quality-related process 
variables, quality-unrelated process variables, or KPI variables. However, KOSA is a promising algorithm with the 
potential for further development. However, there are certain limitations that warrant future work: 

− KOSA experiences a noticeable decrease in processing speed when dealing with data samples 
exceeding 1,000. 

− While KOSA is well-suited for handling strongly nonlinear data, it is less effective in addressing dynamic 
issues. Readers are encouraged to explore improvements for dynamic problems in future research, 
such as combining OSA with dynamic methods [13]. 

− Due to the real-time processing of data in the online phase, KOSA utilizes mean and variance from the 
offline phase for data standardization. Consequently, when establishing an online KOSA model, there 
may be model errors associated with this approach. 
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