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As Dhaka embraces its first Mass Rapid Transit (MRT) system, understafnding what drives users’ satisfaction has
become crucial for shaping its success. This study examines the service quality,(SQ) of MRT Line-6, identifying and
prioritizing the factors that influence user perceptions of this transfofmative transit’solution. Using advanced machine
learning models such as Random Forest Classifier, Supportector, Machine, and CART, alongside statistical
methods like Probit, Ordered and Multiple Linear Regression, the reséarch provides a robust analysis of twenty-nine
(29) SQ indicators. Random Forest Classifier emerged as the mostjeffective model, achieving 88.21% accuracy and
offering valuable insights into the interrelationships of key attributes, including inclusive service performance,
customer loyalty, switching cost from other transportation mode, ticket affordability, performance of ticketing system,
and feeder service costs. Survey results highlight thatgmost users around 60% switched from buses to MRT for its
comfort and reliability. The findings emphasize the peed to enhance affordability, accessibility, overall comfort and
feeder services while promoting digital ticketinggthrough' options like Rapid Pass and online platforms. These
actionable insights offer a roadmap for policymakers,and urb@an planners to optimize MRT services, aligning with
global best practices to support sustainable urban mobility, inffDhaka and beyond.

Keywords: service quality, urban transportation,machine learning models, attribute prioritization, passenger
experience

HIGHLIGHTS

— Machine Learning approaches captureghcomplex user perceptions better than traditional statistical models.
— Random Forest achieved thgystrongest performance, accurately predicting MRT service quality.

— Insights offer clear priorities for tmproving affordability, feeder access, and overall commuter comfort in built-
up areas.

— Inclusive service performance and customer loyalty emerged as the most influential satisfaction drivers.

1 Introduction

Public transportation@is,_a vital component of urban mobility, offering substantial benefits that enhance the
functionality, sustainabilityg,and livability of cities. Among the various public transport modes, mass rapid transit
(MRT) systemsiserverasiatbackbone in megacities, efficiently addressing urban congestion and enabling economic
growth. In the context of Dhaka, the capital of Bangladesh, improving the transportation system has become essential
to reduce chronic traffie, congestion and support the city’s expanding economy. The successful integration and
operation0fMRT systems can significantly shift travel behavior by providing a reliable and attractive alternative to
privatedvehicles.

To maintain and enhance public transit usage, operators must consistently monitor performance and service quality
(SQ), which is widely recognized as a key performance indicator in transportation engineering [1, 2]. SQ reflects
users’ perceptions and is crucial for attracting and retaining commuters as public transport services are delivered
directly to passengers and their perceptions ultimately define the quality of the service [3]. The measurable features
upon which SQ is assessed are termed SQ attributes, and investments in improving these attributes play a central
role in boosting efficiency, safety, accessibility, and user satisfaction.

However, modeling service quality poses significant challenges due to its multidimensional nature, perception
variability, and the often-imprecise nature of survey-based data. Traditional parametric approaches like regression
and logistic regression assume linear relationships and fixed parameters, which may not capture the complexity of
user satisfaction. Non-parametric models offer greater flexibility by assigning random parameters based on data
patterns [4]. More recently, machine learning (ML) methods have gained prominence for their ability to handle both
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qualitative and quantitative data effectively [5], including artificial neural networks [6], decision trees [7], and statistical
models like logit and multinomial regression [8].

Despite their growing potential, machine learning models have rarely been applied to assess the perceived service
quality of newly introduced MRT systems, particularly in developing and data-constrained urban contexts. This study
addresses that gap by evaluating commuter perceptions of Dhaka's newly operational MRT Lip€-6 using both
traditional regression and multiple machine learning models. By identifying the most effective approach, and ranking
key service attributes based on their predictive influence, the research offers data-driven, early-stagedinsights to
support evidence-based service improvement strategies and contributes to the broader discourse on userscentric
transit planning in emerging cities.

1.1 Literature review

A sustainable transportation system requires encouraging modal shift to public transportation like MRT in order to
alleviate congestion in Dhaka City. The rapid expansion of metro systems in many major cities, wefldwide is leading
more people to choose metro as their daily mode of transport, enhancing urban maobility [9]. Therefore, it is essential
to accurately evaluate the development conditions of urban metro systems to ens@ire service sustainability, as factors
such as density, utility, efficiency, and financial resources significantly impagt overallsmetro service. To maintain
sustainability of metro service and increasing ridership in densely populated ar@as4it is crucial for service providers
and policy makers to know how passengers feel about the recently inaugurated*MRT Line-6 in Dhaka in terms of
service quality.

Traditional service quality models primarily assess comfort, safety, anddreliability to determine public transport
efficiency essential for the sustainability and adaptability of new transit systemsyPrevious studies on service quality
have focused on relevant infrastructure and design improvements@imed at increasing efficiency and reducing dwell
time, such as the application of social force models for passengef behavior [10] and the serviceability of public transit
considering dwell time and headway [11].

The investigation of service quality (SQ) factors that influence consumer behavior and the assessment of their relative
significance are essential for enhancing public transport services. In this regard, two distinct categories of methods
for measuring service quality and customer satisfaction have been identified [12]. The first category encompasses
statistical analysis techniques aimed at evaluating individual service attributes or establishing their relationship with
overall customer satisfaction. These techniques in€lude guadrant and gap analysis, factor analysis, scatter plots,
cluster analysis, and others. The second category:gonsists of model-based approaches that estimate the influence
of service attributes through methods such as structural equation modeling (SEM), regression analysis, logit models,
and artificial neural network models.

Passenger satisfaction can be evaluated by c@mparing expectations (what customers anticipate) and perceptions
(what they experience) of a service [13]. Tools likejthe SERVQUAL method measure the gap between these in five
universal service quality dimensions [14]. Additionally; the Kano model introduces indexes such as Better, Worse,
and Quality Improvement for quality evaluation [15]. The Customer Satisfaction Index (CSI) has also been developed
using significance weighting [16].

Several studies have applied statistical. and machine learning methods to assess public transport satisfaction. Factor
analysis and regression have been usedito examine bus service satisfaction [17], while similar techniques have been
applied to model railway transit satisfaction [18]. Structural equation modeling has been employed to evaluate
paratransit services in Dhaka [19]. Artificial neural network approaches have been compared for predicting bus
service quality [20], and amyAdaptive Neuro-Fuzzy Inference System (ANFIS) has been used to analyze commuter
train perceptions [21].

Studies have also explored the c@nnection between service quality, satisfaction, and passenger loyalty. Structural
equation modeling hasybeen used to investigate behavioral intentions [22], and the impact of service quality on
consumer loyalty has beep,examined [23]. The role of satisfaction in fostering loyalty has been emphasized [24].
Additionally, aceessibility"and’service quality have been linked to satisfaction [25, 26]. Partial least squares structural
equation modeling(BLS-SEM) has been used to study factors affecting satisfaction and reuse intentions, particularly
for the Kuala Lumpur menorail [27].

Recent afvaiicements in machine learning (ML) and statistical modeling have significantly reshaped how service
qualityfand cust@mer satisfaction in public transportation are evaluated and predicted. A wide range of studies have
explorgd both traditional regression techniques and advanced ML algorithms to better understand public transport
dynamigs,_and enhance service delivery [28]. Techniques such as Support Vector Machines (SVM), k-Nearest
Neighbors“(KNN), and Decision Trees have been successfully employed to forecast metro ridership, incorporating
factors like the surrounding built environment. Structural Equation Modeling (SEM) has also been used to dissect
and analyze the interrelationships among various service quality components, often through multiple regression
frameworks.

To improve prediction accuracy and model performance, several researchers have adopted hybrid variable selection
strategies. These typically involve a two-stage process, first applying filter methods to reduce dimensionality, followed
by wrapper methods like Recursive Feature Elimination (RFE) to select the most relevant features [29]. The
performance of these models is often benchmarked using classifiers such as Random Forest or SVM-RFE to
evaluate classification accuracy and interpretability.
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Despite these advancements, there remains a notable gap in applying such machine learning techniques to newly
introduced metro systems in developing countries, particularly during their formative operational phase. Existing
studies have largely focused on established transit systems with mature datasets, overlooking the critical insights
that early-stage user feedback can provide. This study addresses this gap by applying and comparing hoth traditional
and machine learning approaches to evaluate commuter perception of Dhaka’s newly operational MRT Line-6. By
focusing on real-world perceptions during the system’s initial implementation period, the study (ffers timely and
actionable insights for enhancing service quality and supporting long-term ridership growth in re§ourceseonstrained
urban environments.

2 Materials and methods

The methodological workflow outlines the systematic approach used to conduct the research,"detailing each step
from initial planning to final analysis. A comprehensive overview of the methodology is provided below.

~ F— ~
Literature Review Questionnaire Survey Questionnaire Survey
and Specialists With Preliminary Pilot Survey With Final Selected
ini Selected Variables Wariables
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' ildi ™ ' ™y ~
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e

Fig. 1 Methodological Workflow

A diagram of methodological workflow of this study is@epicted in Figure 1. The study corridor for this research focuses
on the operational MRT Line 6 in Dhaka. Initiallyd preliminary yariables for the questionnaire survey are selected
based on an extensive literature review and expert opihions. THiIS is followed by a pilot survey to refine these variables
for the final data collection. Once the questionnaire formyisffinalized, data is collected from nine operational metro
stations. Data preprocessing is then conddeted to prepare the data for analysis including descriptive statistics
performed based on respondents' perceptions.“lp,the modeling phase, the most influential variables are selected.
This was followed by grid search cross-validation with,train and test data ratio of 80:20 for hyper-parameter tuning to
enhance model performance. Regressionimodels and machine learning models, i.e., RF, SVM and CART, are used
for data analysis, with the models run usingithe selected variables. The best model, based on accuracy, is then
identified and thoroughly interpreted. Simultaneously, the model is evaluated to determine if the selected variables
adequately explain it.

2.1 Questionnaire design

The survey's questionnaire is divided into two sections. The first section aims to gather general information about the
passenger, including date afithe interview, name of the boarding and alighting station, the demographics, i.e., gender,
age, income and occupation“@fythefrespondents and the travel characteristics, i.e., purpose of travelling, reason
behind choosing MRT, previoustmode of transportation etc. The second segment focused on gathering rider’s
feedback regarding theyperceived value of the chosen service characteristics. Respondents were questioned on
twenty-nine (29) service ‘quality indicators with answer options on a Likert scale (Very poor, Poor, Average, Good,
and Excellent) in erdertofléarn how passengers felt about them. The ordinal scale from 1 to 5 was used to rank this
scale. The respondents provided their ratings based on their most recent MRT journey, helping to anchor their
feedback in specific, reéent experiences. This approach was adopted to reduce recall bias and enhance the accuracy
of perception-based responses. The questionnaire was administered using the KOBO Toolbox platform, which
suppoyts both online self-completion and offline face-to-face interviews conducted at MRT stations [30].

2.2 Machine learning algorithms for SQ analysis

In conventienal statistical modelling, regression algorithms are used to predict continuous numerical values of a
target variable based on given input data, as expressed in Equation (2).

Y = Bo+ BiXi+ -+ BnXn 1)

Among the widely utilized supervised machine learning algorithms, Random Forest stands out as an ensemble
learning method that integrates multiple decision trees, each trained on different subsets of the input dataset. These
individual trees generate predictions independently, and the final output is determined through majority voting. The
impurity of nodes within Random Forest models is typically assessed using measures such as Entropy, Gini Index,
or Mean Squared Error (MSE), depending on whether the task is classification or regression [31]. Decision Tree (DT)
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algorithms are also extensively applied for both classification and regression problems. A decision tree is constructed
by selecting an initial decision node and recursively partitioning the dataset based on splitting criteria such as
information gain, entropy, or Gini Index, continuing this process until optimal terminal nodes are achieved. Feature
importance is measured using Gini Importance, which quantifies the average reduction in node impurity (Gini Index)

To evaluate the performance of these models, standard classification metrics such as accurac ision, recall,
and F1-score are used, based on the confusion matrix. This matrix summarizes model predictio
positives, false positives, true negatives, and false negatives. Accuracy refers to the proportion of a
predictions—both positive and negative—out of the total number of cases [32]. Precision measures how many of the
instances predicted as positive were actually correct. Recall indicates how well the model res all actual positive
cases. The F1-score combines both precision and recall into a single measure by calculati
providing a balanced evaluation when there is a trade-off between the two [33]. Toge
comprehensive assessment of the model's reliability and effectiveness across different classifi

This study evaluates the performance of the MRT Line-6 service in Dhaka, s Q gargaon to Uttara North
Metro Station, by collecting data through a meticulously designed questionnairefsurvey. The data collection was
conducted from July to September 2023 using both online and offline approaches via,the KOBO Toolbox platform.
In-person interviews were held with passengers traveling on MRT Lin r waiting at the concourse and platform
areas. Despite an initial goal of 1,500 data points, the study successfully ered 1,397 samples, accounting for
challenges such as passenger reluctance, urgency to secure seats, and un een circumstances. Efforts were
made to ensure a balanced representation of MRT users across key’demographic and travel characteristics, including
gender, age group, profession, income level, and trip purpose. collected across multiple stations and time
periods to capture a wide range of user experiences and mini ographic or temporal bias.

etrics offer a
scenarios.

3 Results and discussion

Table 1 Preliminary Statistics of le Data

S| |Attributes Factors M|n|_mum/ M Me S.td'. Description of variables
aximum Deviation

1 On Time (3.5) > The percentage of trips arriving and departing
Performance ' within a certain threshold of the scheduled time
Frequency of Metro

2 MR?’ y Service (3,5) 0.523 | Time duration between two metro arrivals

Efficiency

3 Dwelling Time 0.587 Waiting time incurred due to passengers boarding
MRT Coach ) and alighting

4 | Seat Availability 0.673 | Possibility of getting seat while travelling
Travel Time

5 Reduction by 4.39 0.704 | Travel time savings compared to other modes
MRT

6 Sepurlty Against (3.5) 407 0.604 Passengers perception of weather protection
Rain/Storm facilities

7 A|r-c0nd|§|or_1|ng (2.5) 3.49 0.781 Air conditioning and ventilation system in
and Ventilation concourse and platform

8 Waltlr)g Place 2.4) 301 0.763 Perceptlon of adequacy, cleanliness of waiting
Condition ger place in concourse and platform

Service
9 |Toilet Facility xperience (3,5) 4.17 0.665 | Toilet facility in concourse and platform
10 (3.5) 3.75 0.725 Disturbance due to noise in concourse and
platform area and while travelling
11 (3.5) 423 0.582 !Dlsplay Qf necessary time schedule and
information at concourse and platform

12 Crowd 2.5) 3.49 0.692 Perception of how crowds are managed at
Management concourse and platform

13 | Staff Behavior (3,5) 411 0.587 |Behavior and courtesy of officials and staffs

14 |Women Safety (3.5) 418 0.598 fg;ia/ezgamst women harassment in MRT
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S| |Attributes Factors M|n|_mum/ b Mean S.td'. Description of variables
aximum Deviation
. Overall safety and security at concourse, platform
15 |Overall Security (3,5) 4.21 0.601 and MRT coaches
16 Cleanliness of (3.5) 436 0.591 Cleanliness and hygiene of ¢
Concourse platform
17 Regular (3.5) 495 0.613 Regular maintenance and upkeep of concourse
Maintenance and platform
18 |Overall Comfort (3,5) 3.87 0.673 Overall comfort level @t co and platform
Performance of Perception of reliability and efficiency of Electronic
19 ATS (3.5) 3.99 0.691 Self Ticketing System
Performance of Perception g oility and efficiency of manual
20 MTS (2,5) 3.49 0.834 ticketing
Adequacy of
21 Feeder Service (1.4) 274 0.966
22 Feeder Service (1,4) 254 0.918
Cost
Footpath
23 |Condition Near . (3,5) 3.65 0.68 otpath condition to reach into metro station
Affordability
MRT 2
Lighting Near Accessibility _ .
24 MRT Station (3,5) 4.10 0.516 quacy of Lighting under MRT station
25 |Access Control (2,5) Access control at entry and exit gate
26 |MRT Ticket Fare (2,5) Satisfaction about ticket affordability, fairness
27 |Customer Loyalty (3,5) Willingness to recommend for using metro
. . Passenger perception of how inclusive MRT
Inclusive Service : ; .
28 (3,5) services are for vulnerable groups, including
Performance - .
elderly, disabled, and low-income commuters.
o Passenger perception of monetary costs involved
29 SW'tCh'n.g Cost 1.378 in transfers between feeder modes and MRT
Comparison
compared to other modes.

A total of 29 SQ indicators were furt rouped into three factors and these factors reflect the underlying themes
represented by the associated attribu r variables [34]. During data pre-processing, it was observed that
responses exhibited a significant positive skewness, as most users rated their experiences highly, reflecting initial
satisfaction with the newly, introduced service as shown in Table 1. This skewness necessitated re-categorization
sure balanced distribution and improve model performance. To address this,
to mitigate anomalies, making it suitable for subsequent analysis. These efforts
were vital for maint cy and reliability of the modeling process, which aimed to evaluate and enhance

result interpretation
3.1.1 Regression

Logistic regression models estimate the log odds of the outcome occurring versus the log odds of the outcome not

a‘given independent variable. These log odds ratios are functions of the probabilities.

Di
L, = In (1 b pi) @)
The logit model solves problems in Eq. (5.2) and Eq. (5.3)

ln(1 fipi)=a+ﬁx+e 3)

(1 fi pi) =expla + fx + e] ()
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Where:
— Pi = Probability of an outcome event (overall satisfaction)
— «a = Intercept
— B = Estimated coefficient

— x = Independent variable (attitudinal scores towards reliability, in-vehicle environméntiycomfort and
convenience, and environmental impact)

— e =Errorterm

— Ordinal Logistic Regression (OLR) is an extension of logistic regression when therg®i® an ordered outcome
variable. In OLR, log odds ratios are calculated for the independent variable just ds'in logistie regression and
are also calculated for the intercept of each level of the outcome variable. Equation (5.4) illustrates the
general logit regression model:

Logit(p) = In [p 1’%}9] (%)

3.2 Fitness criterion of different regression analysis

This study utilized three regression models (Ordinal Logistic Regression, Ordered Prabit Regression, and Multinomial
Logistic Regression) to analyze the overall perceived service quality (S@pof MRT Line-6 in Dhaka. The comparative
performance of these models was assessed using key indicators such asithe Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC), and the coefficient of determination (R%). Among these, Ordinal Logistic
Regression was identified as the most suitable model based on itsflower AIC and BIC values, indicating better model
efficiency. However, Multinomial Logistic Regression achieved the highest R? value of 0.4631, suggesting a relatively
better fit compared to the other models.

Table 2 Comparison of Different Regression Models

Model / Parameter R? AlIC BIC
Ordered/Ordinal Logistic Regression 00,4464 1195.553 1358.058
Ordered Probit Regression 0.4397 1209.437 1371.941
Multinomial Logistic Regression 0{4631 1219.537 1534.062

Despite these findings in Table 2, the R2 valuesyfor all three traditional regression models (0.4464, 0.4397, and
0.4631) indicate a lack of strong predi¢tivempower, teflecting the challenges of applying conventional regression
techniques to analyze perceived SQ in thisieontext. This suggests that the inherent complexity and heterogeneity of
passenger perceptions, coupled with the skewed nature of the data, limit the applicability of these statistical models.
These limitations highlight the needifer more flexible and robust methodologies, such as machine learning algorithms,
to capture the intricate relationships*among SQ attributes and provide more reliable insights for enhancing MRT
services in Dhaka. While traditional modelgyprovide coefficient-based interpretability, they often fall short in revealing
complex patterns in user-driven datasets, especially when feature interactions are non-linear.

3.3 Machine learning m@del formulation

This study evaluates the perceived{service quality (SQ) of Dhaka's MRT Line-6 based on passenger perceptions.
The dataset comprises twenty-nine (29) input features reflecting various aspects of MRT services, including Metro
Service Efficiency, Passenger Service Experience and Accessibility & Affordability to MRT. The output variable,
"Service Quality(SQ)," represents the overall perception of the facilities provided, from entry to departure at metro
stations. To optimize model”performance, hyper-parameter tuning was conducted using the Grid-Search Cross
Validation method. Fer the Random Forest (RF) model, the best hyper-parameters included 100 estimators, a Gini
criterion, a maximum depth of 20, a minimum of 2 samples per leaf, and a minimum split of 2 samples. For the
SupportgWeetor, Machine (SVM) model, optimal settings comprised a penalty parameter (C) of 1, a radial basis
function’ (RBF) kernel, and an automatic gamma parameter. Similarly, for the Classification and Regression Tree
(CART) model, the best parameters included a Gini criterion, a maximum depth of 10, a minimum of 4 samples per
leaf, andha minimum split of 2 samples. These tuned parameters ensured the models were well-suited for capturing
the complexities of the data and providing robust insights into MRT service quality.

3.4 Comparative analysis of different models
The study mainly focuses on using various machine learning algorithms to model the perceived service quality (SQ)
of Mass Rapid Transit (MRT) system of Dhaka city. The algorithms explored in the study include:

C4.5 Decision Tree Algorithm: This is used to predict customer satisfaction levels in MRT systems, focusing on
service and facility features. It has an accuracy of 82.86%, with the most influential features being 'Inclusive Service
Performance’, 'Switching Cost Comparison’, and ‘Customer Loyalty'.
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Classification and Regression Tree (CART): Classification and Regression Tree (CART) model specifically a more
effective Decision Tree Classifier than C4.5 is also applied to predict customer satisfaction in Mass Rapid Transit
(MRT) systems. This model achieved an accuracy of 83.57%, and a detailed analysis of feature importance based
on Gini impurity was conducted. The most influential features found from Gini Index include '‘Inclusive Service
Performance’, 'Customer Loyalty', and 'Switching Cost Comparison'.

Support Vector Machine (SVM) Modeling: SVM was employed with an accuracy of 86.07%. T t significant
features impacting SQ include '‘Customer Loyalty', 'Inclusive Service Performance’, '‘Access Contr
of Concourse'.

Random Forest Modeling: This method demonstrated an accuracy of 88.21%, with si
'Inclusive Service Performance’, 'Customer Loyalty', and 'Switching Cost Comparison'.
distinguishing between moderate and high levels of service quality.

Figure 2 presents a comparative evaluation of the four machine learning models used in th
Support Vector Machine (SVM), Classification and Regression Tree (CART), and C4.5
precision, recall, and F1-score. Among these, Random Forest achieved the highg
Its integration of ensemble learning with feature selection using the Gini Index 4@

attributes effectively, offering a data-driven approach to understanding which
perceptions.

COMPARISON OF PERFO ANC
BRandom Forest BSVM BECART

icant predictors being
s especially effective in

andom Forest,
ed on accuracy,
erformance across all metrics.
1 it to rank key service quality
ongly shape commuter

88.21%
86.07%
83.57%
82.86%

I 89.26%
[ s0.

I

[ 78.37%

L

ACCURACY PRECISI

v [ 82.01%
g [ 85.01%
= 83.47%

9}

80.23%
[ 85.74%

—

RECALL

ssifier's strength in predicting MRT service quality, particularly in
f service. Its high accuracy and precision scores underscore its
among service quality indicators. By leveraging this model,
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ancing urban transit systems.
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for data-driven improvements in MRT ser
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3.5 Attribute ranking

Figure 3 illustrates the feature importance of various factors influencing service quality (SQ), as determined by the
Gini Index derived from the Random Forest model. Among the evaluated attributes, 'Inclusive Service Performance'
emerged as the most sig nt predijgtor, highlighting its critical role in shaping overall perceptions of MRT service
quality. For instance, includi cilities for all the passengers on the MRT can lead to increased ridership [35]. This
is followed by 'Customer Loyalt 'Switching Cost Comparison,' which also demonstrate strong importance in the
model, underscoring their influence on passenger satisfaction.

Conversely, fac 'Cleanliness of Concourse,' 'Women Safety,' and 'Regular Maintenance' were ranked
lower in import a relatively lesser impact on the model's predictions. While these attributes contribute
to the overall ser quality, their influence appears less critical compared to the top-ranking predictors. These
insights provide a ¢ understanding of the hierarchical significance of various service attributes, enabling
policymz and transit authorities to prioritize improvements in areas that most strongly affect passenger
satisfa
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Inclusive Service Performance
Customer Loyalty

Switching Cost Comparison
Lighting Near MRT Station
Overall Comfort

MRT Ticket Fare

Performance of MTS

Footpath Condition Near MRT
Security Against Rain/Storm
Feeder Service Cost
Air-conditioning and Ventilation
Performance of ATS

Crowd Management

Access Control

Seat Availability

Adequacy of Feeder Service
Noise Problem

Staff Behavior

Dwelling Time MRT Coach
Display of Necessary Information
Travel Time Reduction by MRT
Owerall Security

On Time Performance

Waiting Place Condition

Tailet Facility

Regular Maintenance

Women Safety

Cleanliness of Concourse

Fig. 3 Feature Importance Based o

3.6 Comparison of attribute ranking

Table 3: Comparison of Top 10 Attribut

Rank Random Forest Classifier Support CART
1 Inclusive Service Performan Customer Loyalty Inclusive Service Performance
2 Customer Loyalty Inclusive Service Performance Customer Loyalty
3 Switching Cost Comparison Access Control Switching Cost Comparison
4 Lighting Near MRT Sta Cleanliness of Concourse MRT Ticket Fare

Overall Comfort

Display of Necessary Information

Dwelling Time MRT Coach

MRT t Fare

Feeder Service Cost

Overall Comfort

Performance

Regular Maintenance

Performance of MTS

0| N || o,

Security Against Rain/Storm

Regular Maintenance

MRT Ticket Fare

Air-conditioning and Ventilation

Travel Time Reduction by MRT

Waiting Place Condition

e 4 visualizes and compares the relative importance of features across three machine learning (ML)
orest Classifier, Support Vector Machine (SVM), and CART. The x-axis represents the Rank (1
portance, while the y-axis indicates the Relative Importance (expressed as bubble sizes for clarity
. It allows for a direct comparison of how each model prioritizes different features in predicting

outcomes.
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Feature Importance by Rank for Different ML Models
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Each group of bars in Figure 5 compares the importance of features for
Top Features (Ranks 1-3):

Inclusive Service Performance consistently emerges as the most critical fe for Random Forest and CART,
indicating its universal importance across models. SVM, however, grioritizes Customer Loyalty as Rank 1, suggesting
its strong influence in this model.
Mid-Ranked Features (Ranks 4-7):
Features like Lighting near MRT Station, MRT Ticket Fare, and Ove omfort are moderately important across all
models. The SVM model uniquely highlights Display of Necessary Information (Rank 5) as significant, reflecting its
distinct decision boundary.

Lower-Ranked Features (Ranks 8-10):
Features such as Security against Rain/Storm,
less importance but remain relevant. Differences al
Travel Time Reduction by MRT higher than Random Fo
The Figure 4 effectively visualizes feature impottance across three ML models. It also highlights universal and model-
specific patterns, aiding in understanding which dictors are most influential for service quality assessments. A
comparative analysis of the model ranki ed below:

Random Forest Classifier: Prioritizes ge | service quality (Inclusive Service Performance) and customer
satisfaction (Customer Loyalty).
SVM: Focuses on features like Al s Control and Maintenance, suggesting a structural influence on model
predictions.

CART: Balances top-ranked features like Inclusive Service Performance while emphasizing environmental aspects
like Air-conditioning and Ventilation.

and Ventilation, and Waiting Place Condition hold
where CART and SVM rank MRT Ticket Fare and

4 Conclusions

traditional statistical models and advanced machine learning algorithms to assess the
perceived service quali Q) of Dhaka’s MRT Line-6, aiming to identify the key factors that shape user satisfaction.

demonstrated lim redictive power, highlighting their inadequacy in capturing the complex, nonlinear relationships
inherent in service quality perception data. While traditional models provide coefficient-based interpretability, they
often fall in capturing complex patterns in user-driven datasets, particularly when feature interactions are non-

In contrast, the Random Forest Classifier significantly outperformed traditional models, achieving an accuracy of
tively modeling the intricate interdependencies among service quality attributes. It identified
'Inclusive e Performance,' 'Customer Loyalty," and 'Switching Cost Comparison' as the most critical factors
influencing overall SQ, whereas aspects like 'Cleanliness of Concourse' and 'Women Safety' played a comparatively
lesser role. This reinforces the value of machine learning techniques especially Random Forest Classifier (RFC) in
delivering deeper and more actionable insights into public transport service assessment.

To enhance the quality of MRT Line-6, policymakers and transit authorities are encouraged to prioritize improvements
in the most influential areas. Strengthening inclusive services, fostering customer loyalty, and addressing switching
costs can substantially improve rider satisfaction. Enhancements such as more affordable and accessible feeder
services, optimized ticket pricing and user-friendly digital solutions like Rapid Pass and online ticketing systems can
further elevate the commuter experience. Furthermore, continuous monitoring using advanced machine learning
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models is recommended to adapt strategies to evolving passenger needs and ensure sustained improvements.
These initiatives will not only elevate the quality of MRT services but also contribute to sustainable urban mobility in
developing megacities like Dhaka. By focusing on a newly introduced MRT system in a developing context, this study
offers an early-stage machine learning—based framework for evaluating user perceptions, contributing original
insights at a critical phase of transit system development.
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