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Summary 
Introduction/Aim: We aimed to propose a novel and innovative con-
cept of a support vector machine learning algorithm that employs 
fractal and run-length matrix indicators of nuclear structure to identi-
fy malignant squamous epithelial cells in laryngeal cancer.
Material and Methods: Regions of interest in micrographs of laryn-
geal cancer and chronic laryngitis were analyzed using the box-count-
ing fractal and run-length matrix textural techniques. For each nu-
cleus, we quantified fractal dimension values, lacunarity, long-run 
emphasis, and short-run emphasis. These features were used as input 
data for training and testing the support vector machine model in the 
“Scikit-learn” library for Python.
Results: The support vector machine model produced relatively 
good performance indicators. The classification accuracy of the mod-
el was 0.83, indicating its adequate ability to distinguish cancer cells 
from non-cancer cells in our sample. The F1 score (the harmonic mean 
of precision and recall) was 0.83, suggesting a relatively good balance 
between these two metrics. The value of the Matthews Correlation 
Coefficient for this model was 0.65, which indicated moderate agree-
ment between the predicted and actual labels and balanced perfor-
mance across the two classes.
Conclusion: The proposed model provides a solid foundation for 
further developing artificial intelligence systems for signal analysis in 
cancer research. If the limitations of this concept are addressed, fu-
ture research can focus on developing a more comprehensive ma-
chine-learning model for identifying laryngeal epithelial cancer cells.
Keywords: artificial intelligence, machine learning, nucleus, chroma-
tin, fractal
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INTRODUCTION

Novel Information and Communication Technologies 
(ICTs) have enabled a significant increase in the level 
of automation when analyzing physiological and patho-
logical signals. One such technology is support vector 
machine (SVM) learning for identification of patterns 
present in two-dimensional signal data (1, 2). SVM is a 
supervised learning approach where a computer model 
during development is presented with numerous cor-
rectly associated inputs and outputs. In time, the model 
learns of new associations and patterns and can predict 
the correct outcome based on the new inputs. In the case 
of SVM, the model uses a decision boundary, a line, a 
plane, or a hyperplane to divide data points, which is par-
ticularly useful for classification tasks. In biomedical sci-
ences, the input data usually belong to multidimensional 
spaces so hyperplane is commonly used for the separa-
tion of data points. The closest data points with the great-
est impact on the shape and location of the hyperplane 
are often referred to as support vectors (3, 4). 

The SVM approach is commonly used in clinical 
medicine to discriminate between physiological and 
pathological states and conditions. Here, various kernel 
functions can be used to separate data, including polyno-
mial, sigmoid, and radial basis kernel functions. Inputs 
can include data on two-dimensional patterns such as cell 
size and shape, fractal parameters, textural indicators and 
wavelet transform quantifiers. The outputs can include a 
class of the cell (i.e., damaged or intact), patient status, 
diagnostic category, prognostic indicators, and other data 
that can represent a descriptor of a data class. Less fre-
quently, SVMs can be built for regression purposes, for 
prediction of a continuous physiological or pathological 
variable (5, 6). 

When using SVM and machine learning in general 
for identification of data patterns associated with cancer, 
probably the best approach would be to apply a mathemat-
ical analysis of textural or related changes in cell struc-
ture. Previously, such concepts have been introduced in 
machine learning, particularly in applying co-occurrence 
matrix analysis for the training of supervised machine 
learning models and the models based on decision trees 
(7). Apart from the co-occurrence matrix, run-length ma-
trix (RLM) and fractal approaches also have certain po-
tential in training both SVM and alternative models for 
cell classification in other pathologies (8, 9). The poten-
tial rationale for using SVM would be its greater ability to 
handle high-dimensional spaces and better utilization of 
computational and processing power. 

In our previous work, we have demonstrated that, 
based on wavelet and gray-level co-occurrence matrix 
(GLCM) textural data related to nuclear organization, it 
is possible to train SVM and random forest models that 
can be useful for the identification of squamous epithelial 
cancer cells in laryngeal cancer (LC) tissue (7). This re-

search further raised questions if such a model can be de-
veloped to use other types of inputs. Hereby, we present a 
concept of an SVM model that utilizes a combination of 
nuclear fractal and run-length matrix parameters in order 
to differentiate between intact and malignant squamous 
epithelial cells (SECs) in laryngeal tissue. The proposed 
model uses 4 mathematical parameters: fractal dimen-
sion, lacunarity, RLM short-run emphasis, and RLM 
long-run emphasis. Our initial results indicate that when 
applied to nuclear regions of interest, the developed SVM 
model may have satisfactory performance. 

MATERIALS AND METHODS

The research is a continuation of our previous work (7), 
where digital micrographs were obtained from biopsy 
samples of 50 patients diagnosed with laryngeal squa-
mous cell carcinoma and the control group consisting 
of 50 patients established to have only chronic laryngi-
tis. The patients were previously diagnosed and treated 
at the University Clinical Hospital Center Zemun, Bel-
grade, Serbia, and the researchers obtained approval from 
the Ethical Commission of the University of Belgrade, 
Faculty of Medicine Serbia (Approval No. 17/I-17, 12-
Jan-2023.). Inclusion and exclusion criteria for this retro-
spective study as well as micrograph creation and charac-
teristics were explained earlier (7). 

Figure 1. Example of squamous epithelial cell (SEC) nuclei in a for-
mat suitable for binarization and fractal analysis using the box-count-
ing method.

Fractal and run-length matrix analysis was performed 
on a total of 2000 SEC nuclear regions of interest (ROIs), 
of which 1000 belonged to the experimental and 1000 
to the control group. The contrast, brightness and oth-
er image indicators were previously adjusted to achieve 
the optimal binarization thresholds and performance of 
fractal analysis (Figure 1). For the fractal analysis of cell 
nuclei, we used FracLac software, previously developed 
by Audrey Karperien and Charles Sturt University (10, 
11). Fractal dimension (D) was calculated using the tra-
ditional box-counting technique (10, 12-14) where the 
object is covered by a multitude of boxes of different sizes 
(ε) after which the calculations are done from a slop of 
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logarithmic regression line where box numbers (N) and 
the sizes are taken into account:

While fractal dimension is an indicator of complexi-
ty, fractal lacunarity (λ) is an indicator of heterogeneity 
and largely depends on the number, size and other char-
acteristics of architectural gaps. It is determined from the 
variation coefficient (CV) for resolution unit mass con-
sidering the grid position (g) and scale:

Run-length matrix analysis was done in MaZda soft-
ware (version 4.6) created by the authors at the Institute 
of Electronics, Technical University of Lodz (TUL), Po-
land (15-18). Brief ly, this method analyzes sequences of 
consecutive resolution units (also called “runs”) in order 
to quantify elements of textural anisotropy, as well as 
other aspects of spatial relationships within the two-di-
mensional signals. In this work, we focused on two major 
quantifiers of RLM, Long Run Emphasis (LngREmph) 
and Short Run Emphasis (ShrtREmph). Both indica-
tors are dependent of respective frequencies of runs with 
length j that have a gray value of i, or p(i,j):

In these formulas, coefficient C is determined as:

Support vector machine algorithm was proposed 
within the Google Colab and Jupyter Notebook service, 
using the scikit-learn machine learning library (version 
1.3) for Python programming language (19-22). The 
obtained values of nuclear ROI fractal dimension, lacu-
narity, LngREmph and ShrtREmph were used as input 
parameters, while the output consisted of the cell class 
related to its affiliation to the experimental or the control 
group. P-dimensional mathematical vectors were the rep-
resentations of specific data points. Consequently, sepa-
ration of the data was achieved using a (p-1)-dimensional 
hyperplane(s). For the model, in Scikit-learn library, we 
calculated the values of the F1 score (harmonic mean of 
precision and recall), Matthews Correlation Coefficient 
(MCC, measure of the quality of binary classifications), 
and the area under the Receiver Operating Characteristic 
(ROC) curve, a performance measurement for classifica-
tion problems at various thresholds settings. Matplotlib, 
a plotting library for Python was used for visualizing 

model performance. NumPy (Numerical Python), a core 
scientific computing library, was used for numerical com-
putation and other data operations.

RESULTS

All four parameters that we quantified in this study were 
suitable for supervised machine learning purposes and 
for the development of support vector machine models. 
The average nuclear ROI long run emphasis value was 
5.417 ± 1.997 in the LC group and 16.134 ± 10.479 in the 
controls. Conversely, values of short-run emphasis were 
lower in controls compared to the LC group and equaled 
0.461 ± 0.085 and 0.505 ± 0.093, respectively. A statisti-
cally highly significant difference (p<0.01) was observed 
between the groups for both run-length matrix indica-
tors. We also observed significant differences between 
the groups in values of fractal parameters of cell nuclei 
(p<0.01). The average nuclear ROI fractal dimension val-
ue was 1.522 ± 0.130 in the LC group and 1.585 ± 0.119 in 
the controls. The average value of fractal lacunarity was 
0.505 ± 0.093 in the LC group and 0.461 ± in the con-
trols. These results indicated that the nuclear patterns in 
squamous epithelial cells in laryngeal cancer tissue are 
characterized by reduced complexity and possibly in-
creased levels of fractal heterogeneity. 

After 5-fold cross-validation, the support vector ma-
chine model produced relatively good performance indi-
cators. The classification accuracy of the model equaled 
0.83, suggesting the adequate ability of the model to sep-
arate cancer from non-cancer cells in our sample. The 
precision and recall of the model were 0.79 and 0.87, re-
spectively, highlighting the model’s strong performance 
in the identification of true positives but with room for 
improvement. The value of the F1 score (harmonic mean 
of precision and recall) was 0.83, indicating that there is 
a relatively good balance between the two metrics. The 
value of the Matthews Correlation Coefficient for this 
model was 0.65, which suggested a moderate agreement 
between the predicted and actual labels and balanced 
performance across the two classes. The area under the 
Receiver Operating Characteristics curve was 0.89 which 
suggested a good discriminatory power of the SVM clas-
sifier. The ROC curve is presented in Figure 2.

Feature importance analysis was performed taking 
into account the best hyperparameters during hyperpa-
rameter optimization. For linear kernel, the most inf luen-
tial feature for model development and performance was 
the fractal dimension, with a score of 1.78. The second 
most important feature was nuclear ROI lacunarity, with 
a score of 1.50. Short-run emphasis had a fracture impor-
tance of 1.44, while long-run emphasis had a feature im-
portance of 0.31. During the creation of the support vector 
machine learning model, we also performed the stratified 
k-fold cross-validation on five splits with the values of the 
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“shuff le” parameter set to “True” in order to increase the 
degree of randomness. Various hyperparameters for this 
model have been considered, including the Regularization 
parameter, shrinking heuristic, Tolerance for stopping cri-
teria, Maximum number of iterations, and Kernel types. 
The proposed segment of the code is shown in figure 3.

DISCUSSION

In this work, we explain the concept of a support vector 
machine algorithm intended for differentiation between 
malignant and non-malignant laryngeal squamous epi-
thelial cells. We present a model that functions based on 
fractal and run-length matrix inputs obtained through 
mathematical analysis of cell nuclear architecture. The 
quantified indicators of the model performance suggest 
that the SVM concept, as a whole, in these clinical and 

experimental settings, holds some potential, especially 
when considering its future integration with similar arti-
ficial intelligence-based computational systems.

This research is a continuation of our recently pub-
lished work on the application of nuclear GLCM and 
wavelet mathematical inputs for supervised machine 
learning (7). There, we created an SVM model using 
nuclear inverse difference moment, angular second mo-
ment, contrast, correlation, sum variance, as well as co-
efficient energies of the discrete wavelet transform. Simi-
larly, in our present study, the SVM approach was used to 
separate malignant from non-malignant laryngeal squa-
mous epithelial cells. The developed SVM model demon-
strated very good performance since its classification ac-
curacy was 83% and the area under the receiver operating 
characteristic curve was 0.89. This performance was sim-
ilar to the alternative decision tree–based, random forest 
model described in the previous research (7). 

Figure 2. Receiver Operating Characteristics curve of the support vector machine model.

Figure 3. Th e segment of the Python Scikit-learn code with optional hyperparameter tuning.
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This is not the first research where the run-length ma-
trix and fractal parameters of cell nuclei have been used for 
machine learning classification tasks. In 2023, the values 
of fractal dimension were considered as inputs for the cre-
ation of an SVM classifier for the detection of structural 
changes of cell nuclei following exposure to a hyperosmot-
ic environment (23). When combining this indicator with 
GLCM and DWT quantifiers, the resulting model was 
shown to have a relatively good classification accuracy of 
71.7%. Although this performance is not considered excel-
lent, it may still hold scientific potential since human-based 
identification of structural changes is much less effective. 
In recent work, nuclear textural features based on run 
length matrix and wavelet analyses were used for the de-
tection of discrete changes in chromatin distribution asso-
ciated with iron nanoparticle exposure (8). Therein, it was 
shown that for hepatocytes, it is possible to create a super-
vised machine learning model, specifically those based on 
random forest and gradient boosting architecture, to dis-
tinguish between intact and possibly damaged cells.  

The rationale for using run-length matrix and fractal 
parameters for the detection of change in nuclear struc-
ture lies in the fact that these techniques can objectively 
quantify structural alterations in digital micrographs and 
their regions of interest. This is particularly the case with 
ROIs of nuclei and nuclear chromatin, where the changes 
are almost invisible to the human eye during a conven-
tional microscopy assessment. Nuclear chromatin distri-
bution is governed by numerous intracellular and intra-
nuclear mechanisms (24-27), and cells exposed to toxic 
environments or malignant transformation may exhibit 
changes in euchromatin and heterochromatin patterns 
detectable using contemporary computational methods. 
In the case of cancer cells, one can expect significant alter-
ations in nuclear morphology, which are often noticeable 
by the human eye and may include extensive redistribu-
tion of heterochromatin, chromosomal rearrangements, 
and translocations, as well as chromatin marginalization. 
Also, in malignant cells, nuclei may have irregular con-
tours or be distorted, and overall DNA content and den-
sity may be increased, leading to a phenomenon called 
hyperchromasia. Finally, nucleoli may be prominent, en-
larged and more conspicuous. These alterations may be 
detectable using fractal and textural methods, particularly 
bearing in mind that in the past, the techniques have been 
successfully used for the detection of nuclear changes in 
both physiological and pathological conditions (28-30). 

Limitations of our approach include the relatively 
small ROI sample size used for training the model, as well 
as the usual drawbacks of the development of machine 
learning models in biomedical research. Support vec-
tor machines, although relatively useful when handling 
multidimensional data in medicine, may still suffer from 
generalizability to other cell populations and clinical 
conditions. In other words, the model may adequately 
identify and classify cancer cells in this sample of malig-

nant squamous epithelial cells, but this effectiveness may 
not be manifested in other circumstances. Also, like in 
many other approaches in supervised machine learning, 
the interpretability of SVMs remains relatively low since 
the inner workings of the model, due to its multidimen-
sionality and overall complexity, remain elusive. Finally, 
the fact that the model is focused on cell nuclear ROIs 
rather than on the patient and technical issues related to 
the reproducibility of fractal and RLM analysis also pose 
a significant limitation. Therefore, our results and the 
SVM approach should be considered more as a prelimi-
nary concept than a fully applicable and developed ma-
chine learning model. 

CONCLUSION

In conclusion, we present a support vector machine learn-
ing concept intended to differentiate between nuclear re-
gions of interest of malignant and non-malignant larynge-
al squamous epithelial cells. The model is based on nuclear 
values of fractal dimension, fractal lacunarity, run-length 
matrix short-run emphasis, and long-run emphasis. Pre-
liminary results show that the model could reach accept-
able discriminatory power and other measures of perfor-
mance, giving it the potential to be integrated with other 
machine-learning approaches for the identification of can-
cer cells. If the limitations of this concept are overcome, fu-
ture research can be focused on the development of a more 
comprehensive and effective artificial intelligence system 
based on run-length matrix and fractal indicators with po-
tential applications in clinical medicine. 
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NOV PRISTUP MAŠINSKOM UČENJU POMOĆU POTPORNIH VEKTORA 
KOJI KORISTI FRAKTALNE I MATRIČNE POKAZATELJE DUŽINE NIZA ZA 
IDENTIFIKACIJU JEDARNIH PROMENA KOD KARCINOMA LARINKSA
Svetlana Valjarević1, Milan B. Jovanović1, Jovana Paunović Pantić2, Igor Pantić3, 4

Sažetak

Uvod/Cilј: Cilј istraživanja je bio da predložimo novi i ino-
vativni koncept algoritma mašinskog učenja sa potpor-
nim vektorima koji koristi fraktalne i matrične pokazate-
lјe dužine niza strukture jedra za identifikaciju malignih 
skvamoznih epitelnih ćelija kod laringealnog karcinoma.

Materijal i metode: Analizirane su regije od interesa na 
mikrografima laringealnog karcinoma i hroničnog larin-
gitisa korišćenjem fraktalne tehnike brojanja kvadrata i 
teksturalne tehnike matrice dužine niza. Za svako jedro 
kvantifikovane su vrednosti fraktalne dimenzije, lakunar-
nosti, naglašenosti dugih nizova i naglašenosti kratkih 
nizova. Ove karakteristike korišćene su kao ulazni poda-
ci za treniranje i testiranje modela mašinskog učenja sa 
potpornim vektorima u biblioteci Scikit-learn za Python.

Rezultati: Model mašinskog učenja sa potpornim vekto-
rima pokazao je relativno dobre pokazatelјe performansi. 

Tačnost klasifikacije modela iznosila je 0,83 što ukazuje na 
adekvatnu sposobnost modela da razlikuje kancerogene 
od nekancerogenih ćelija u našem uzorku. Vrednost F1 
ocene (harmonijska sredina preciznosti i osetlјivosti) iz-
nosila je 0,83, što sugeriše relativno dobar balans između 
ova dva pokazatelјa. Vrednost Metjuzovog koeficijenta 
korelacije za ovaj model iznosila je 0,65 što ukazuje na 
umerenu saglasnost između predviđenih i stvarnih ozna-
ka i uravnotežene performanse modela unutar dve klase.

Zaklјučak: Predloženi model pruža solidnu osnovu za 
dalјi razvoj sistema veštačke inteligencije za analizu sig-
nala u istraživanjima raka. Ako se ograničenja ovog kon-
cepta prevaziđu, buduća istraživanja mogu biti usmere-
na na razvoj sveobuhvatnijeg modela mašinskog učenja 
za identifikaciju epitelnih ćelija laringealnog karcinoma. 
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