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Abstract
The incidence of papillary thyroid carcinoma (PTC) has been constantly increasing 

over the past three decades, establishing it as the most frequently diagnosed type of thyroid 
malignancy. While patients with PTC generally have a favorable outcome, the presence of 
lymph node metastases (LNM) may significantly impact their prognosis, leading to a hig-
her likelihood of recurrence. The current pre-operative diagnosis of LNM primarily relies on 
cervical ultrasound examination, which is limited in sensitivity. As a result of low sensitivity, 
lymph node metastases remain undetected on the pre-operative staging and may later present 
as persistent or recurrent disease, necessitating further evaluation and potential reoperation.

To address the challenges of LNM diagnoses, various models have been developed to 
predict LNM in PTC patients. Among prediction models, special attention has been drawn 
to machine learning models that can predict disease outcomes with improved accuracy and 
enable individualized selection of optimal treatment for each patient. Therefore, this mini-re-
view primarily focuses on explaining the fundamental principles of ML models through an 
example of LNM prediction in PTC patients. Additionally, an overview is provided on the 
most commonly used ML models in medicine, discussing their performance in studies em-
ploying such approaches for LNM prediction. Finally, the main challenges that limit the im-
plementation of these models in clinical practice have been examined, and crucial areas for 
improvement have been identified.

Currently, ML models present a potentially useful tool for LNM prediction in PTC 
patients, but further research is necessary to fully leverage their capabilities and enable their 
implementation into decision support systems. 
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Incidencija papilarnog tireoidnog karcinoma (PTK) u poslednje tri decenije se 
konstantno uvećava, čineći ga najčešćim malignim oboljenjem štitaste žlezde. Iako paci-
jenti sa PTK generalno imaju povoljan ishod, prisustvo metastaza u limfnim čvorovima 
vrata može značajno uticati na njihovu prognozu, povećavajući verovatnoću ponovnog 
javljanja bolesti. Trenutna preoperativna dijagnostika limfonodalnih metastaza uglavnom 
podrazumeva ultrazvučni pregled vrata, ali osnovno ograničenje ove metode je niska 
senzitivnost. Kao rezultat niske senzitivnosti, limfonodalne metastaze ostaju neotkrivene 
tokom preoperativnog utvrđivanja stadijuma bolesti i mogu se kasnije manifestovati kao 
perzistentna ili rekurentna bolest, zahtevajući dalju evaluaciju i potencijalnu reoperaciju.

Kako bi se suočili sa izazovima dijagnostike limfonodalnih metastaza kod pacijena-
ta sa PTK, razvijeni su različiti modeli za njihovu predikciju. Među modelima predikcije 
posebnu pažnju privlače modeli mašinskog učenja, koji mogu sa većom tačnošću pred-
videti ishod bolesti i omogućiti odabir optimalnog lečenja za svakog pacijenata indivi-
dualno. Stoga je ovaj mini pregledni članak pretežno usmeren na objašnjenje osnovnih 
principa modela mašinskog učenja kroz primer predikcije metastaza u limfnim nodusima 
vrata kod pacijenata sa PTK. Pored toga, u radu je dat pregled najčešće korišćenih modela 
mašinskog učenja uz diskusiju njihove efikasnosti u studijama koje su predikciju limfo-
nodalnih metastaza bazirale na ovom pristupu. Na samom kraju, razmatrani su i najčešći 
izazovi koji limitiraju implementaciju ovih modela u kliničkoj praksi i identifikovana su 
ključna područja za njihovo poboljšanje.

Trenutno, modeli mašinskog učenja predstavljaju potencijalno korisno sredstvo 
za predikciju limfonodalnih metastaza kod pacijenata sa PTK, ali su neophodna dalja 
istraživanja kako bi se potpuno iskoristile mogućnosti ovih modela i omogućila njihova 
implementacija u sisteme za podršku odlučivanju. 

Introduction

With its incidence increasing rapidly over the last 
three decades, papillary thyroid carcinoma (PTC) has 
become the most commonly diagnosed form of thyro-
id malignancy (1). The presence of cervical lymph node 
metastases (LNM) is frequently observed, reaching up to 
90% of patients diagnosed with PTC (2, 3). Moreover, at 
the time of diagnosis, central LNM is already present in 
30 - 70% of patients, whereas the risk of lateral compar-
tment node metastasis ranges from 20-50% (4, 5). Lymph 
node involvement might correlate to an increased local 
recurrence and diminished survival among PTC patients 
(6, 7). Consequently, accurate disease staging and optimal 
treatment decisions rely on determining the metastatic 
status of the cervical lymph nodes (8).

The preoperative assessment of cervical LNM in 
PTC patients commonly relies on ultrasound (US) as the 
recommended primary imaging technique. When a cen-
tral or lateral LNM is diagnosed through the US or physical 
examination, therapeutic lymph node dissection (LND) 
is recommended (1, 9). However, despite its widespread 
use, meta-analyses have shown the sensitivity of the US 
is low, especially for central LNM (less than 33%) (10, 11). 
Further, the surgeon’s ability to detect metastatic nodes in-
traoperatively is unreliable, with less than 30% accuracy 
in some cases (12, 13). As a result, nearly 40% of patients 
initially diagnosed as clinically node-negative (cN0) still 
have occult LNM (14). These findings underscore the li-
mitations of current preoperative and intraoperative dia-
gnostic techniques in accurately identifying the presence 

of LNM. Undetected LNM may lead to persistent or recu-
rrent disease, resulting in a second operation which poses 
greater challenges and carries a higher risk of complicati-
on (8).

 Previous studies aiming to predict LNM risk ge-
nerally applied statistical regression models due to their 
simplicity. However, such models presume a linear relati-
onship drawn between patient characteristics and disease 
outcome, which may not accurately reflect the complexi-
ties present in the clinical information (15). To address 
these limitations, a steady introduction of machine lear-
ning (ML) technology has been undertaken in medical re-
search. As a subfield of artificial intelligence, ML employs 
algorithms to analyze large datasets, identifying complex 
relationships between multiple predictors and outcomes. 
Such an approach goes beyond traditional statistical met-
hods, providing medical professionals with new means to 
detect disease risk, diagnose and deliver treatment (16, 17). 
Building from here, this mini review aims to provide an 
overview of the main principles and the practical imple-
mentation of commonly used ML models in predicting 
LNM in PTC patients. To the best of our knowledge, this 
is the first review to discuss the application of ML in the 
prediction of LNM in PTC patients.

Fundamentals of machine learning 

Machine learning algorithms utilize previously 
collected data to establish patterns and relationships 
between them, thereby making predictions applicable to 
data not included in the original dataset (16). They are 
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divided into three main categories, depending on the type 
of research task to be solved: reinforcement, unsupervised 
and supervised learning. When applying ML in medicine, 
supervised learning is the predominant approach utilized 
for predictive modeling purposes. Supervised ML models 
are designed to identify complex patterns by analyzing 
known examples, allowing them to make informed predi-
ctions when presented with new instances (18). 

The development of an ML model is initiated by 
first formulating a research question and defining the 
target outcome. In the context of LNM prediction stu-
dies, the outcome is typically a binary variable indicating 
whether LNM is present or not. Such a task may be addre-
ssed through supervised ML classification (15). Second 
step involves the data pre-processing phase. Through the 
pre-processing process, patient information (including de-
mographic details, clinical factors, histopathological featu-
res, and, in certain cases, imaging data) is prepared for ML 
modeling. Diverse techniques of filling in missing values 
and cleaning up the data are applied to ensure all necessary 
information is complete and accurate. Therefore, pre-pro-
cessing serves to optimize the data for subsequent ML 
analysis and ensure its quality for further modeling (19). 

During the pre-processing phase, the data is usually 
divided into two distinct sets: the training and the test set. 
Typically, the ML model is trained on two-thirds of the 
data, and its performance is then evaluated on the remai-
ning one-third of the sample (20). The purpose of training 
in ML models is to both analyze the data and uncover me-
aningful relationships that allow the model to effectively 
map the given inputs to their corresponding outputs (21). 
For instance, when predicting LNM in PTC patients, the 
ML model may learn that certain combinations of clinical 
factors and histopathological features are indicative of a 
higher likelihood of LNM. Such discovery allows the mo-
del to establish links between patient characteristics and 
the presence or absence of LNM, thereby facilitating ac-
curate predictions. Throughout the training phase, multi-
ple, candidate models are often tested on the data to assess 
their predictive performance (19). To compare these can-
didate models, researches utilize multiple metrics, such as 

sensitivity, specificity, accuracy, and the area under the re-
ceiver operating characteristic (ROC) curve (AUC) value. 
The evaluation of the candidate model parameters establi-
shes the strengths and weaknesses of the models’ predicti-
ve capabilities. The most promising model is then selected 
for validation, the next step of the ML process. 

Validation is typically performed on a separate set, 
known as a test set, comprising new and unseen data that 
the model has not encountered while undergoing training 
(18). In our example of LNM prediction, the model sele-
cted through the training phase will be provided with in-
put information on PTC patients without knowing their 
actual LNM diagnosis. The model then utilized learned 
patterns to predict whether the patient has LNM or not. 
The validation process compares the model’s predictions 
on the test set to the true outcome, which is the histopat-
hological confirmation of presence or absence of LNM in 
our study. This comparison allows the evaluation of the fi-
nal model’s performance using multiple classification me-
trics. Therefore, the final model obtained through the ML 
development process demonstrates its ability to generali-
ze and make accurate predictions on new and previously 
unobserved patient data. The general process of building 
ML models is illustrated in figure 1. 

Machine learning algorithms commonly used 
in medical studies

Logistic regression (LR)

Widely used and accepted, LR is able to predict an 
event’s probability through fitting data to a logistic fun-
ction (22). In basic terms, LR is constructed by using pa-
tient input characteristics whereafter, a logistic function 
is applied to differentiate between the two output classes 
(15). Owing to their interpretability, LR has long been 
prominent in modeling as it allows practitioners to easily 
identify the contribution that an independent variable has 
on the predicted outcome (17).

K-Nearest Neighbor (KNN)

Figure 1. General machine learning building process: 1: Defining the study output; 2: Structuring and pre-processing the data 
required for model training; 3: Training multiple machine learning (ML) models to find the best-performing one; 4: Validating the 
final model’s performance on new, unseen data (i.e., test data).
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It is the most well-known instance-based learning 
algorithm. These models do not utilize training data to 
learn and form generalized rules, rather they draw dire-
ct comparisons between the training data and the novel 
data to be analyzed (18). By measuring distances to its 
neighbors, KNN identifies the closest ones and examines 
their known labels to make predictions (23). To illustrate, 
when using the KNN model to classify a new PTC patient, 
if the new patient has a greater number of neighbors in 
the training set labeled as LNM positive, the model would 
classify the patient as having LNM.

Support Vector Machines (SVM)

As another popular ML model, SVM finds widespre-
ad application across diverse domains, including medicine. 
Its classifiers separate two classes with a linear boundary 
termed the hyperplane (24). Finding an optimal hyperpla-
ne in SVM is essential to minimize prediction errors on 
new data. This process begins by identifying the support 
vectors, which are the data points from both classes that 
are closest to the hyperplane. The optimal hyperplane may 
be determined by maximizing the distance between the 
support vectors and the hyperplane, known as the margin 
(18). Once the hyperplane is established, new data points 
may be assigned to one of the classes based on their proxi-
mity to the hyperplane.

Decision tree (DT) models

A decision tree is a hierarchical model in which the 
dataset is progressively divided into subgroups through a 
sequence of repeated attribute-based splits. The algorithm 
then evaluates diverse attributes to select the best ones cre-
ating internal nodes at a decision point. This leads to sub-
sequent splits and the formation of branches. The splitting 
process is repeated recursively as the algorithm further 
evaluates attributes to create additional internal nodes and 
refine the tree structure. The process continues until the 
terminal or the leaf node is reached. Then, the correspon-
ding class is assigned to the sample (18, 21).

Classifier Ensembles

Ensemble learning is a method in which diverse cla-
ssifiers are combined to build a more reliable predictive 
model (24). Bagging and boosting are two methods most 
frequently used to combine numerous classifiers. By using 
bootstrapping, multiple subgroups of the training data are 
created in the bagging approach. Each group is then used 
to train a different classifier, after which the predictions 
are combined. Boosting, on the other hand, focuses on tra-
ining a number of weak classifiers repeatedly, where each 
following classifier is trained to correct the errors com-
mitted by those prior (25). The most prevalent ensemble 
classifiers are gradient boosting (GB), extreme gradient 
boosting (XGBoost), adaptive boosting (AdaBoost) and 
random forest (RF). 

Artificial neural networks (ANN)

 These networks are computational systems able 
to process information and learn from prior experien-
ce, allowing them to acquire knowledge and generalize 
patterns to handle new situations (26). Consisting of nodes, 
known as neurons, an ANN weights specific inputs and 
generates an output value. The nodes are organized into 
multiple layers, including an input layer receiving the in-
dependent variables and an output layer where each node 
represents a possible outcome.  The network is trained to 
generate an output by combining the input variables thro-
ugh multiple hidden layers. In cases where the ANNs have 
a numerous intermediate layer, the term deep learning is 
used. Deep learning has demonstrated impressive results 
in solving highly complex modeling problems (15, 27).

Practical Applications of machine learning 
models in lymph node prediction studies

There are a number of ML models recently constru-
cted to predict LNM in PTC patients which aim to both 
improve classification accuracy and plan appropriate tre-
atment management. Table 1 details the studies utilizing 
ML models for LNM prediction. 

In all included studies, the patients had undergone 
surgical treatment, in which the extent of the surgery was 
dependent on the specific outcome being predicted. For 
central LNM prediction, the surgical procedure typica-
lly involved a lobectomy with an accompanying isthme-
ctomy and ipsilateral central LND. For bilateral PTC, a 
total thyroidectomy with a bilateral central LND was most 
commonly performed. Studies focusing on lateral LNM 
prediction, expanded the surgical approach to include 
the removal of the lateral lymph nodes. Of note is that the 
majority of guidelines do not generally recommend the 
prophylactic lateral LND (1, 9). Consequently, the patients 
enrolled in such studies exhibited clinical or imaging fin-
dings which raised suspicion of lateral LNM. However, in 
one particular study involving cN0 patients, the decision 
to perform lateral LND resulted from the sentinel lymph 
node (SLN) biopsy of the lateral neck compartments. The 
SLNs removed during the biopsy were then subjected to a 
frozen section analysis (FSA). If the FSA confirmed meta-
static SLNs, concurrent LND was performed (8).

The input of the models’ training parameters pri-
marily included patient preoperative characteristics such 
as demographic, clinical and US features as well as the 
histopathological data obtained during or subsequent to 
the thyroid surgery. Molecular biomarkers (i.e., BRAF mu-
tation) were included in two studies (30, 33). For all trai-
ning models, tumor size and age were generally found to 
be most significant; notably, younger age and larger tumor 
size both had a positive association for LNM.

Comparing the performances of different ML mo-
dels across the studies analyzed, no consistent pattern indi-
cating a superior classifier or predicting an LNM outcome 
was observed. Nonetheless, ensemble-learning-based ML 
classifiers did generally exhibit better performance, with 
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the RF algorithm emerging as the best-performing model. 
The reported AUC values ranged from 0.67 to 0.85 in the 
studies reviewed. Additionally, some studies compared 
ML models with US and other methods, such as LR or no-
mograms. For instance, Wu Y et al. demonstrated that the 
ML classifier is able to yield better predictive performan-
ce in contrast to US (28). Similarly, ML models provided 
consistent superior performance in predicting LNM when 
compared to nomograms or logistic regression models 
(30, 32, 35).

The value and performance of AUC based on the 
confusion matrix (sensitivity, specificity and accuracy) 
were commonly used to evaluate ML models in order to 
predict LNM. However, the choice of metrics is determi-
ned by the classifier’s purpose. In LNM prediction studies, 
the primary objective should be to minimize false negative 
(FN) results to ensure that LNM patients are not missed in 
the predictive process. Nevertheless, metrics such as accu-
racy, though easy to interpret, do not provide data on the 

prevalence of FNs or FPs. Likewise, neither sensitivity nor 
specificity alone summarizes completely the information 
conveyed by the confusion matrix. To address this limita-
tion, two studies also incorporated Fβ metrics, such as the 
F1 score and F2 score, as part of their performance evalu-
ation (8, 35). Parameter β is used by the F score to control 
the sensitivity balance and positive predictive value (PPV). 
The F1 score, used when β = 1, provides an equal balance 
between recall and precision. Increasing the β value, such 
as the F2 score, provides a higher weight to sensitivity. 
Consequently, when analyzing results it is essential to take 
into account the aggregate metric, such as the F β score, as 
they help to provide a better-confusion matrix overview 
(36). Since it is easy to calculate F-scores from the informa-
tion provided by the confusion matrix, there is a notable 
trend of growing adoption of the F1 score in different on-
cology studies (37–39). This trend underscores its signifi-
cance as a valuable metric for assessing model performan-
ce in real clinical scenarios where the detection of positive 

Table 1. Machine learning models in prediction of lymph node metastasis in papillary thyroid carcinoma patients.

Study Outcome Sample 
size

LNM 
+

(%)

LNM 
–

(%)

Age/sex
(male %)

Tumor 
size 
(cm)

ML models
Best 
ML 

model

AUC
(%)

Sn
(%)

Sp
(%)

Accuracy
(%)

Wu Y et al 
(28)

Central 
LNM 1103 51.3 48.7 41.0 (33-

51)/ 26.9
1.0 (0.7-

1.5)

RF, DT, GBM, 
XGB, AdaB, 

ANN
GBDT 73 64 72 -

Zhu J et al
(29)

Central 
LNM 1271 55.5 44.5 41.38 

±11/ 26.7
0.99 

±0.57

LR, DT, RF, 
ANN, GBM, 

XGB
XGB 75 67 67 67

Feng JW 
et al
(30)

Lateral 
LNM 1236 19.4 80.6 - / - -

LR, RF, DT, 
SVM, BN, 

GBM,
XGB, ANN

RF 85 89 78 -

Lai SW 
et al
(31)

Lateral 
LNM 1815 62.5 37.5 42.0 (33-

51) / 36.9
1.54 
±0.7

DT, RF, SVM, 
KNN, XGB, 

ANN
RF 80 89 49 74

Huang Y 
et al
(32)

Central 
and 

lateral 
LNM

33285 89.5 10.5 - / 17.2 -
BN, RF XGB, 
AdaB, MLP XGB 80 74 66 67

Yu Y et al
(33)

Central 
LNM 1121 33.6 66.4 45.0 (37-

51) / 21.7
0.70 

(0.5-0.8)

LR, RF, DT, 
MARS, XGB, 

ANN
RF 79 56 87 77

Liu W 
et al
(34)

Central 
LNM 1046 21.5 78.5 43.9 ±13 

/ 24.5
1.02 
±0.7

XGB, KNN, 
RF, GBM, 

AdaB, HEM
HEM 67 44 74 -

Popovic 
KM et al

(8)

Central 
and 

lateral 
LNM

288 49.0 51.0 47.3 ±14 
/ 25.0 1 (0.1-4) LR, KNN, 

SVM, DT KNN 72 98 27 62

Values for age and tumor size are presented as median (minimum–maximum) or mean ± standard deviation. The abbreviations: − - negative; + - po-
sitive; LNM - lymph node metastasis; RF - random forest; DT - decision tree; GBM - gradient boosting machine; XGB - extreme gradient boosting; 
AdaB - adaptive boosting; ANN - artificial neural network; LR - logistic regression; SVM - support vector machine; BN - Bayesian network; MARS 
- multivariate adaptive regression splines; HEM - heterogeneous ensemble algorithm model; AUC - area under the receiver operating characteristic 
(ROC) curve; Sn - sensitivity; Sp - specificity.  
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class (such as detection of LNM) is of huge importance. 
A higher F-score indicates that the model performs better 
on the class of interest, highlighting its practical utility in 
clinical applications (40).

When analyzing medical studies, it is important to 
consider the common problem of imbalanced data, where 
one class or outcome differs significantly from others. In 
our review, three of the analyzed studies exhibited data im-
balance (30, 32, 34). While these studies did not explicitly 
specify data imbalance techniques, they addressed this 
challenge by utilizing AUC, a valuable method for dealing 
with class imbalance. It addresses class distribution dispa-
rities by determining an optimum threshold for ML mo-
dels and can play a role in improving diagnostic accuracy, 
particularly in imbalanced data sets.

In order to enhance the accessibility and usabili-
ty of predictive models in a clinical setting, four studies 
developed user-friendly web calculators alongside the 
ML models. These calculators facilitate the models’ pra-
ctical application, allowing clinicians to make informed 
decisions regarding patient management and treatment 
planning (8, 29, 31, 33).

Challenges, limitations and future perspectives 
of machine learning applications

While ML approaches have shown promise in pre-
dicting LNM in PTC patients, several challenges persist in 
their implementation. One key issue is that the majority of 
ML research is based on retrospective data, which might 
result in selection bias and complicate the analysis of im-
portant risk variables for LNM development (8). Within 
retrospective studies, both data availability and quality re-
main significant challenges with limited dataset size, mi-
ssing values or errors potentially impacting the overall ML 
ability to predict outcomes (41). Future research should, 
prioritize large, diverse and preprocessed datasets from 
prospective, multicenter studies to improve generalization 
and clinical usefulness of ML models.

Furthermore, all studies included in this review 
have established their ML model development on clinical, 
ultrasound and histopathological data. However, the limi-
ted data types have led to lower model performance of the 
examined ML models. To address this issue, the concept 
of radiomics has been introduced. Radiomics use digital 
images to extract multiple quantitative features and mer-
ged them with additional patient information to be inte-
grated into ML models. These act as decision support tools 
which may improve diagnostic, prognostic and predictive 
accuracy (42). While the potential of radiomics is signifi-
cant, the main limitation lies in its lack of standardization 
which must be addressed (43).

Machine learning models, often compared with tra-
ditional statistical methods, have shown that AI-based mo-
dels are capable of producing significantly better predictive 
accuracy. However, unlike statistics, ML models are often 
regarded as non-interpretable, and for this reason, they are 

frequently referred to as the “black boxes” (19). This lack 
of interpretability is a key factor contributing to physicians’ 
hesitancy in adopting ML models for clinical decision-ma-
king. In response, various methods have recently been pro-
posed to help users interpret the predictions of complex 
models, one of which is the SHapley Additive exPlanations 
(SHAP) analysis. It quantify feature’s contribution to the 
model’s prediction for a specific patient, making the deci-
sion process of complex ML models more understandable 
(44, 45). These efforts aim to achieve better comprehensi-
on of ML models and, possibly, gain more confidence from 
physicians.

Finally, it is crucial to consider the ethical implica-
tions of the medical use of ML as healthcare technology 
advances. There are still numerous unresolved issues, inc-
luding the extent to which patient privacy is affected by the 
large usage of data in ML research. Furthermore, it is im-
portant to reflect on who would be held responsible if ML 
decision-making results in patient injury (41). Clear gu-
idelines are important to address these ethical issues and 
encourage the proper use of ML models in clinical practice.

Conclusion

Pre-operative lymph node diagnostics in patients 
with PTC has its limitations. In the past year, ML tech-
niques have become more widely used in order to addre-
ss these challenges and improve the LNM prediction. 
Machine learning models have shown certain advantages, 
however, further work in explaining and optimizing data 
using standard multicenter databases is needed to ensure 
the successful use of these models in clinical practice.
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