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Abstract: Integrating artificial intelligence (AI) technologies into criminal justice systems intro-
duces both transformative opportunities and profound legal dilemmas. This paper critically ex-
amines the use of Al in crime prediction, risk assessment, evidence analysis and sentencing, with
particular attention to its impact on fundamental procedural rights. Focusing on predictive polic-
ing algorithms, facial recognition systems, and Al-assisted evidence review, the research explores
how these tools reshape police, prosecutorial and judicial discretion. Key challenges include trans-
parency, explainability and risks of systemic bias or “automated justice”, contrasted with constitu-
tional guarantees such as the presumption of innocence, the right to a fair trial and the principle
of legality. The study concludes that while AI can enhance efficiency and accuracy;, its uncritical
adoption may jeopardize essential human rights protections unless accompanied by robust proce-
dural safeguards. Artificial intelligence should serve as an instrument of human progress, not as a
substitute for human judgment.

Keywords: Al in criminal law, algorithmic evidence, risk assessment tools, predictive policing, fair
trial, legal safeguards, procedural rights.

INTRODUCTION

In recent years the integration of artificial intelligence (AI) into criminal justice systems
has moved beyond theoretical exploration toward practical implementation. Courts,
prosecutors and law enforcement authorities increasingly employ algorithmic tools to en-
hance efficiency, reduce bias and predict future risks, thereby reshaping the very architec-
ture of justice administration. From automated risk assessment and predictive policing to
Al-assisted forensic analysis, the criminal law domain is undergoing a deep technologi-
cal transformation. The accelerating incorporation of Al in criminal justice has redefined
how crimes are predicted, investigated, prosecuted and judged. Predictive algorithms, da-
ta-driven sentencing recommendations and digital evidence analytics promise unprece-
dented levels of efficiency and consistency, yet simultaneously challenge the foundational
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principles of fairness, transparency, non-discrimination and accountability (Zavr$nik,
2020; Strikwerda, 2020). No longer distant innovations, Al now possesses measurable in-
fluence over real-world outcomes, changing procedural and evidentiary standards in both
investigative and judicial contexts (Mugari & Obioha, 2021).

This paper examines the deployment of Al across various stages of the criminal process,
with a particular focus on its practical implementation, legal safeguards and human rights
implications. It focuses on the phases of investigation, prosecution and sentencing - the
domains where Al tools are already operational or undergoing pilot testing. The central
objective is to evaluate whether AI can support, rather than undermine, the core princi-
ples of criminal law: legality, fairness, contradiction, proportionality, non-discrimination
and individualised justice.

Through a combination of comparative legal analysis and empirical case studies, this re-
search examines how Al systems operate in practice and identifies the necessary regulato-
ry frameworks to ensure their lawful and ethical deployment. The paper contributes to the
ongoing discourse on “Justice 4.0”? offering a grounded assessment of Al's potential and
its associated risks in the criminal justice domain.

Al technologies are now regularly employed to support decision-making across the crimi-
nal justice continuum, ranging from crime prevention and risk assessment to forensic evi-
dence analysis and case management (Situmeang et al., 2024). These systems use machine
learning, natural language processing, and predictive analytics to process large datasets,
identify behavioural patterns and forecast potential criminal conduct. For instance, pre-
dictive policing platforms generate “hot spot” maps indicating locations where crime is
statistically more likely to occur (European Crime Prevention Network [EUCPN], 2022).
However, this automation introduces complex ethical and legal dilemmas. Scholars have
warned that algorithmic systems, when trained on historically biased data, may reproduce
or even amplify the existing social inequalities (Parkkavi & Yadharthana, 2024; Zavrs$nik,
2020).

At the same time, international policy bodies recognize that responsible Al use can en-
hance both the effectiveness and transparency of justice systems, provided that adequate
safeguards are implemented. The U.S. Department of Justice (2024) has emphasized that
while AT can improve accuracy and efliciency, it must remain consistent with fundamen-
tal privacy, civil rights and civil liberties protections. Similarly, European institutions,
through frameworks such as the EU Artificial Intelligence Act (Regulation 2024/1689)
and the CEPE] European Ethical Charter on the Use of Artificial Intelligence in Judi-
cial Systems and Their Environment (Council of Europe, 2018), stress the importance of
human oversight and accountability as basics for the lawful use of Al in judicial settings
(EUCPN, 2022).

Building upon these frameworks, this study explores the dual nature of AI in criminal
justice as both an instrument of progress and a potential threat to procedural justice and
human rights. It provides a systematic analysis of the evidentiary and legal implications
arising from Al-based tools, focusing on issues of bias, transparency and the erosion of
judicial discretion.

2 4.0. stands for the Fourth Industrial Revolution — a digital transformation that involves the intelligent
networking of machines and processes through technologies like the Internet of Things (IoT), artificial
intelligence (AI) and big data.
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METHODS

This study employs a mixed-methods approach, combining comparative legal analysis,
doctrinal review of case law and empirical case studies. It analyses the selected cases in-
volving the use of Al tools in criminal proceedings, and an assessment of real-world Al
applications for crime prediction and risk assessment, facial recognition software and au-
tomated forensic analysis. A legal-tech mapping of the AI platforms currently used in
policing and adjudication complements the research. The goal is to identify best practic-
es and regulatory gaps through an evidence-based lens. Additionally, the study employs
legal analysis and explores the admissibility and credibility of Al-generated evidence in
criminal trials, emphasising the need for demanding evidentiary standards and judicial
oversight.

Through a combination of comparative analysis, empirical case study, and ethical evalua-
tion, the research seeks to answer three core questions:

Q1: How does Al reshape evidentiary and procedural standards in criminal justice?

Q2: To what extent do predictive and risk-assessment tools align with the principles of
fairness and the presumption of innocence?

Q3: What regulatory and ethical frameworks are necessary to ensure that Al serves
justice rather than undermining it?

Ultimately, this paper contributes to the scholarly and policy debate on the responsible in-
tegration of Al in criminal law, particularly within the context of Southeast Europe - a re-
gion where digital transformation outpaces legislative reform. It argues that, while Al can
substantially improve accuracy and efficiency, its uncritical adoption risks transforming
criminal justice from a human-centred adjudicative process into a data-driven predictive
mechanism, with different implications for the rule of law and the protection of human
rights.

LITERATURE REVIEW

Research on the intersection of Al and criminal justice has developed rapidly over the
past decade, reflecting broader debates about algorithmic governance, predictive analytics
and human rights in the digital age. Early scholarship focused primarily on the efficiency
and technological capacity of Al tools, but recent studies emphasise the normative and
procedural implications of their use in law enforcement and courts. This section reviews
the most influential theoretical frameworks and empirical findings, identifying the key
research gaps that this paper addresses.

THEORETICAL FOUNDATIONS

Several overlapping paradigms have shaped the theoretical debate surrounding Al in
criminal justice. Ferguson (2017) introduced the concept of big data policing, describ-
ing how predictive algorithms transform traditional investigative methods into systems
of continuous surveillance. Zavr$nik (2020, 2021) expanded this perspective through the
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notion of algorithmic governance, which captures the technocratic shift from rule-based
decision-making to data-driven probabilistic control. He warns that this transformation
risks undermining fundamental legal principles such as due process, equality and human
oversight. Similarly, in his PhD thesis, Diver (2019) invented the term ‘computational le-
galismy’ to describe the epistemic shift in which prediction and control replace interpreta-
tion and deliberation, leading to what he calls “data-driven normativity”’

Complementing these theoretical contributions, Calo (2017) argues for a human-in-com-
mand model of Al governance, insisting that technological legitimacy in justice systems
depends not only on accuracy but also on perceived fairness and moral accountability. His
approach is in line with Gless et al. (2016), who examine questions of responsibility and
culpability when Al systems contribute to harmful or discriminatory outcomes. These au-
thors highlight the need to integrate normative and ethical dimensions into technological
innovation.

EMPIRICAL AND PoLICY-ORIENTED STUDIES

Empirical research has explored the practical application of Al in law enforcement, pros-
ecution and adjudication. Grimm et al. (2021) analysed how Al-generated evidence chal-
lenges traditional evidentiary standards, especially regarding explainability and admissibil-
ity. Their findings underscore that algorithmic opacity, often referred to as the “black box
problem”,* hampers the right to challenge evidence under the principles of equality of arms
and fair trial.” Parkkavi and Yadharthana (2024) examined risk-assessment algorithms such
as COMPAS and Public Safety Assessment, revealing how predictive models can perpetu-
ate the existing inequalities and reinforce automation bias among judicial actors.

At the policy level, the European Crime Prevention Network (EUCPN, 2022) and the
Council of Europe’s CEPE] European Ethical Charter on the Use of Artificial Intelligence
in Judicial Systems and Their Environment (2018) established foundational guidelines for
Al deployment in justice systems, emphasising transparency, non-discrimination and hu-
man oversight. The U.S. Department of Justice (2024) outlined these principles, calling for
internal review boards and bias audits to ensure that Al serves justice rather than under-
mines it. More recently, Bhatt et al. (2024) and Borgesano et al. (2025) explored the role of
AT under the paradigms of Justice 4.0 and Justice 5.0, respectively, highlighting that digital
transformation can enhance efficiency only if it is grounded in explainability, human-cen-
tred design and continuous judicial training. Similarly, De Araujo et al. (2022) argue that
digital-by-default courts can expand access to justice but must maintain constitutional
guarantees of impartiality, publicity and due process.

3 Computational legalism is a critical approach to “computational law” that analyses the potential negative
consequences of translating legal and regulatory rules into rigid, immutable computer code.

4 The risk of an incorrect or biased result is heightened when the AI's process is not understood. For ex-
ample, the COMPAS risk assessment software was found to incorrectly and disproportionately flag Black
defendants as high-risk.

5 Ifajury is presented with Al-generated evidence, there is a risk of unfair prejudice and confusing the jury,
as studies show that audio-visual evidence strongly influences perception and memory.
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IDENTIFIED RESEARCH GAP

While the existing literature provides extensive insights into AI’s technical and ethical
dimensions, it remains fragmented across disciplines. Most studies focus on either tech-
nological capabilities or broad human-rights implications but rarely integrate these with
the procedural logic of criminal justice. There is limited comparative research addressing
how Al-driven predictive policing, algorithmic risk assessment and evidentiary automa-
tion collectively transform the normative foundations of criminal judgment. Moreover,
few works examine how these transformations affect the balance between efficiency and
fairness, especially in Southeast European jurisdictions where digitalisation outperforms
legal reform.

This paper bridges this gap by offering a rights-based and procedure-centred analysis of
Al in criminal justice. It synthesises theoretical insights from algorithmic governance
and empirical findings from European and global contexts to evaluate how Al technol-
ogies reshape the principles of legality, accountability and human dignity. By bridging
doctrinal, empirical and ethical perspectives, the study aims to advance the discourse on
responsible Al governance in criminal law grounded in the rule of law and fundamental
rights protection.

THE RISE OF ARTIFICIAL INTELLIGENCE IN CRIMINAL JUSTICE

THE EvoLuTION OF AI TECHNOLOGIES

The increasing presence of artificial intelligence (AI) in criminal justice reflects a global
movement toward digital governance and data-driven decision-making. Originally in-
troduced as automated data-processing tools, Al systems have evolved into sophisticated
predictive and analytical mechanisms capable of simulating certain forms of human rea-
soning. They rely on machine-learning algorithms, natural-language processing, neural
networks and data-mining techniques to identify behavioural patterns, classify risks and
assist in evidentiary evaluation (EUCPN, 2022).

AT’s integration into justice institutions began with administrative tasks, digital case-man-
agement, database searches and forensic image analysis, but has advanced to autonomous
decision-support mechanisms influencing core judicial and prosecutorial functions (Za-
vrénik, 2020). Modern courts now employ Al for multiple purposes: predictive policing,
risk assessment, facial recognition, automated document generation and review, and even
sentence recommendations. In some jurisdictions, AI-based chatbots inform defendants
of procedural rights, while algorithmic tools assist prosecutors in case prioritization and
evidence screening.

This evolution represents what Zavrsnik (2020) terms the “algorithmic turn” in criminal
justice, a transition from rule-based logic to data-driven governance. Decision-making
increasingly depends on probabilistic reasoning and predictive analytics rather than tra-
ditional judicial interpretation. Although these innovations promise greater efficiency and
consistency, they simultaneously shift the soul foundation of justice from normative rea-
soning to statistical inference (Zavrsnik, 2020).
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Hildebrandt (2020) describes this process as the emergence of “computational legalism”,
a governance model in which prediction and control risk replace deliberation and inter-
pretation. She warns that legal systems must resist data-driven normativity in order to
safeguard human autonomy and legality (Hildebrandt, 2020). Likewise, Strikwerda (2020)
emphasises that algorithmic risk assessment, when applied to criminal justice, tends to
blur the line between prevention and punishment, fostering a “pre-crime logic” that can
undermine the presumption of innocence.

Recent scholarship situates this judicial digitalisation within the broader Industry 4.0
transformation of public administration, where AI works alongside the Internet of Things,
cloud computing, blockchain and big-data analytics to tackle case backlogs, standardize
procedures and enhance transparency. A 2024 systematic review in Humanities and So-
cial Sciences Communications highlights concrete initiatives, such as Switzerland’s Justi-
tia 4.0 and Brazil’s PJe, and argues that “high-risk” justice applications must include strong
oversight aligned with the EU AI Act’s risk-based approach emphasising human supervi-
sion, documentation, and accountability (Bhatt et al., 2024). Yet, the same literature cau-
tions that efficiency gains could render justice “less humane” unless explainability and
rights-protection are fixed by design (Bhatt et al., 2024). As Mugari and Obioha (2021)
observe, these tensions between innovation and legality reflect global concerns about fair-
ness and transparency in predictive policing and other algorithmic interventions.

FroM AUTOMATION TO DECISION SUPPORT

Al applications in criminal justice can be understood along a continuum ranging from
automation, replacing repetitive human tasks, to decision support, assisting judicial discre-
tion. Early systems merely digitised the existing processes, whereas the current models, es-
pecially those in predictive policing and risk assessment, directly influence legal outcomes.

Predictive-policing software analyses historical crime data to forecast potential “hot
spots”, enabling law-enforcement authorities to allocate resources proactively. Such sys-
tems operate in the United States (PredPol), the Netherlands (Crime Anticipation System
- CAS) and the United Kingdom (Harm Assessment Tool). Although they have improved
efficiency, critics warn that these programs reproduce structural bias when trained on
tilted historical datasets (Zavrsnik, 2020; EUCPN, 2022). Risk-assessment algorithms like
COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) in the
US and PSA (Public Safety Assessment) models evaluate the likelihood of reoffending and
influence bail and sentencing decisions (Situmeang et al., 2024).

A leading example of Al integration in the judiciary is Estonia, where artificial intelli-
gence has been introduced to handle minor civil disputes. Through its so-called “Al judge”,
the Estonian legal system resolves straightforward cases such as unpaid bills and simple
contractual disagreements within a few hours, producing legally binding rulings. This ap-
proach demonstrates how automation can relieve human judges of routine tasks, allowing
them to concentrate on more complex legal matters.

Similarly, the Netherlands provides valuable insights through its Al-assisted sentencing
system in criminal justice. This system evaluates risk factors, including the probability of
reoffending, and offers recommendations to judges. However, the Dutch model preserves
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human oversight, ensuring that Al serves only as a supportive tool rather than a sub-
stitute for judicial reasoning, with the final decision always remaining in human hands
(Zhang, 2022).

Likewise, the Supreme Court of Indias SUPACE platform (Supreme Court Portal for As-
sistance in Courts Efficiency) and China’s Smart Court systems demonstrate increasing
judicial reliance on Al for evidence review and even preliminary drafting of judgments.
These examples reveal how algorithmic recommendations increasingly guide human de-
cision-makers, often without full transparency regarding the underlying logic.

In the prosecutorial domain, Al supports case triage, digital-evidence sorting, and iden-
tification of relevant precedents. In forensic contexts, Al-based image and voice-analy-
sis tools have accelerated criminal investigations, particularly in cybercrime and terror-
ism cases (Parkkavi & Yadharthana, 2024). Meanwhile, facial-recognition technologies,
though valuable for identifying suspects, have provoked ethical debates about privacy,
proportionality and racial misidentification (Grimm et al., 2021).

While automation undeniably increases efficiency, it also risks delegating moral and legal
judgment to algorithmic processes. As Zavrsnik (2020) and the U.S. Department of Justice
(2024) emphasise, sustained human oversight and algorithmic explainability are essential
to ensure that Al remains a tool of justice rather than an autonomous arbiter of guilt.
Predictive-policing algorithms, in particular, have drawn criticism for reinforcing histor-
ical inequities. Ferguson (2017) argues that these systems frequently recycle biased data-
sets, effectively “predicting policing rather than crime”. By relying on prior arrest patterns,
they intensify surveillance of marginalised communities and generate feedback loops that
spread discrimination (Ferguson, 2017).

Decision-making, once grounded in human interpretation, is increasingly mediated by
data-driven inference, offering opportunities for improvement and risks of dehumanisa-
tion. As legal systems become more dependent on algorithmic reasoning, ensuring trans-
parency, accountability and respect for fundamental rights becomes indispensable. The
challenge is no longer whether Al should be used in criminal justice, but how it can be
used responsibly without undermining the very principles upon which justice itself rests.

PREDICTIVE POLICING AND RISK ASSESSMENT TOOLS

PREDICTIVE MODELS IN LAW ENFORCEMENT

The emergence of predictive policing represents one of the most visible manifestations of
artificial intelligence within criminal justice. These systems employ statistical models, his-
torical crime data and geospatial information to forecast potential criminal activity, there-
by allowing law enforcement agencies to allocate resources more efficiently and, in theory,
prevent crime before it occurs (EUCPN, 2022). Well-known examples include PredPol® in
the United States, the Crime Anticipation System (CAS) in the Netherlands and the Harm
Assessment Tool in the United Kingdom.

6 PredPol was an artificial intelligence (AI) software for “predictive policing” that used algorithms to fore-
cast where and when property crimes were most likely to occur. It was a pioneer in the field but was discon-
tinued in 2021 amid controversies over its accuracy and biased results.
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Across Europe, predictive policing has been implemented in various forms. The Nether-
lands, Germany, Austria, France, Estonia and Romania have operational systems, while
Luxembourg, Portugal and Spain continue to explore their potential use. Most Europe-
an programs focus on domestic burglary and vehicle theft prevention. The Netherlands
stands out as the first country to adopt predictive policing nationwide through the Crime
Anticipation System CAS, which integrates demographic and socioeconomic data from
multiple public databases to produce heat maps that visualise areas with elevated crime
risk (Strikwerda, 2020). Germany’s PreCobs (Pre-Crime Observation System) system em-
ploys five years of historical burglary data to forecast incidents (Gerstner, 2018), while
Austria and France use long-term crime statistics and geospatial mapping to identify prop-
erty-crime hotspots. Estonia’s approach is broader, integrating event-based, area-based
and person-based prediction models using data from criminal records, border-crossing
statistics and traffic-fatality reports. Romania’s pilot models similarly assess area-based
and individual risks, demonstrating the EU’s regional convergence toward data-driven
policing (Mugari & Obioha, 2021; Hardyns & Rummens, 2018).

While predictive policing has enhanced police efficiency and situational awareness, it
remains controversial for reinforcing structural bias and discriminatory practices. Algo-
rithms trained on incomplete or biased data tend to replicate social inequalities, dispro-
portionately targeting marginalized or low-income populations (Parkkavi & Yadharthana,
2024). Ferguson (2017) argues that such systems “predict policing rather than crime”, as
they rely heavily on prior arrest data rather than independent indicators of criminali-
ty, thereby perpetuating surveillance loops and stigmatisation. Zavrsnik (2020) similarly
describes predictive policing as embodying a “technocratic illusion”, the mistaken belief
that technological objectivity can eliminate human bias. In reality, algorithmic models fre-
quently insert historical prejudice into digital form, and their cloudy “black-box” design
obstructs both judicial scrutiny and democratic oversight.

From a legal perspective, predictive policing raises fundamental questions about due pro-
cess, privacy and proportionality. When an individual becomes the subject of state sur-
veillance solely based on algorithmic inference, constitutional guarantees, such as person-
al liberty and the presumption of innocence, are jeopardised (Zavrsnik, 2020; EUCPN,
2022). These risks have prompted several European jurisdictions to introduce stronger
oversight mechanisms, including requirements for algorithmic transparency, public ac-
countability, and data-protection impact assessments (Gstrein et al., 2019).

Empirical studies on digital-justice platforms further demonstrate that successful Al in-
tegration depends not only on technological capacity but also on institutional reform.
A 2021 IEOM study on Indonesia’s administrative courts found that e-litigation systems
improved efficiency and transparency but required continuous training and human over-
sight to maintain legitimacy (Sari et al., 2021).

In Europe, predictive profiling continues to evolve within diverse legal and cultural con-
texts. Germany’s PreMap and PreCobs systems employ near-repeat theory to forecast res-
idential burglary (Gerstner, 2018), while the Netherlands’ CAS integrates statistical and
socioeconomic indicators to identify “hot zones”. The United Kingdom has moved toward
internally developed tools, including the Gang Matrix and the National Data Analytics
Solution (NDAS), designed to assess the likelihood of violent behaviour (Amnesty Inter-
national, 2018; Jansen, 2018). These developments demonstrate the continents growing
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adoption of algorithmic profiling but also highlight enduring concerns about privacy, fair-
ness and the proportionality of automated decision-making (Couchman, 2019; Mugari
& Obioha, 2021). Scholars like Zedner (2007) emphasise that such predictive models
risk transforming criminal law from a backward-looking system of culpability into a for-
ward-looking mechanism of risk control.

RISk ASSESSMENT IN JUDICIAL DECISION-MAKING

Al-based risk-assessment systems represent another major frontier of algorithmic gov-
ernance in criminal justice. Designed to estimate the likelihood of reoffending, these sys-
tems guide judicial decision-making regarding bail, sentencing and parole (Grimm et al.,
2021). Among the most widely used is Correctional Offender Management Profiling for
Alternative Sanctions (COMPAS), developed in the United States and implemented across
several state jurisdictions. The algorithm calculates risk scores using variables such as age,
gender, criminal history, employment status and social background.

Although such tools were introduced to promote consistency and objectivity, several land-
mark cases have exposed systemic limitations. In State v. Loomis (2016), the Wisconsin
Supreme Court upheld the use of COMPAS while simultaneously acknowledging concerns
about explainability and fairness. Likewise, in Kansas v. Walls (2020), defence attorneys
argued that algorithmic assessments effectively transferred judicial discretion to private
software developers (Grimm et al., 2021). Although Walls was sentenced to presumptive
probation, the district court relied on the LSI-R’s finding that he was a “high-risk, high-
needs” candidate to place him on a more highly supervised form of probation. Walls was
given a summary page of his LSI-R scores but was denied access to the full assessment,
including his specific answers.

Similar systems are now used beyond the United States. The Public Safety Assessment
(PSA) in the United Kingdom, India’s Supreme Court Portal for Assistance in Courts Effi-
ciency (SUPACE) and China’s Smart Court initiative all employ Al to evaluate risk factors
and assist judges. While such systems claim to improve efficiency, critics argue that they
foster automation bias, the human tendency to over-trust algorithmic outputs (Parkkavi &
Yadharthana, 2024). Even small standardisation errors can produce severe consequences,
particularly in pre-trial detention and sentencing, where inflated risk scores may result in
unjustified incarceration and undermine individualised justice (Zavrs$nik, 2020).

The U.S. Department of Justice (2024) underscores that risk-assessment tools should serve
as decision-support mechanisms, not as replacements for judicial reasoning. Maintaining
human oversight, algorithmic auditing, and data-source transparency remains essential to
align these systems with fundamental rights.

ETHICAL AND LEGAL IMPLICATIONS

Predictive and risk-assessment algorithms reveal the delicate balance between efficiency
and fairness in modern justice systems. While AI can minimise human error and enhance
consistency, it may also erode procedural safeguards and human discretion. Regulato-
ry frameworks must therefore prioritise transparency, accountability and explainability
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while equipping judges and prosecutors with the skills to interpret algorithmic outputs
responsibly (Gstrein et al., 2019; Grimm et al., 2021).

Algorithmic governance should function as a complementary mechanism, enhancing, not
substituting, human adjudication. As Calo (2017) argues, legitimacy in justice derives not
only from accuracy but from citizens’ belief that decisions remain rooted in human moral
judgment. As Al integration accelerates, ensuring transparency, accountability, verifiabili-
ty and human oversight will be crucial to preventing the erosion of fundamental rights in
the pursuit of technological progress.

AT AND EVIDENTIARY CHALLENGES IN CRIMINAL PROCEDURE

ALGORITHMIC EVIDENCE AND ADMISSIBILITY

The growing use of Al in criminal proceedings has disrupted traditional evidentiary para-
digms. As algorithms begin to generate or analyse key forms of evidence, courts must con-
front new questions of authenticity, admissibility and credibility. The central challenge is
determining whether algorithmic outputs, such as pattern recognition, data correlations,
or forensic predictions, can satisfy the same evidentiary standards historically applied to
human testimony and expert opinion (Grimm et al., 2021).

A persistent obstacle is the “black-box problem”, where even developers cannot fully ex-
plain how a machine-learning model reaches its conclusions. This opacity undermines the
adversarial principle because neither the prosecution nor the defence can meaningfully
interrogate or contest the reliability of Al-generated evidence (Das &Rad, 2020). For in-
stance, facial-recognition software may produce high-confidence matches based on faulty
datasets, and risk-assessment tools may classify individuals as “high risk” without reveal-
ing their weighting parameters (Parkkavi & Yadharthana, 2024).

Traditionally, expert testimony has served as the vehicle for introducing scientific or tech-
nical evidence. Yet, accountability becomes diffuse when the “expert” is an algorithm. As
Grimm et al. (2021) note, machine-generated outputs must not be presumed objective
merely because they are automated. Courts must instead apply demanding examinations
requiring independent validation, full disclosure of the algorithmic model, and documen-
tation of data provenance, to ensure that such evidence meets the principles of relevance,
competence and fairness.

Furthermore, evidentiary standards must adapt to the probabilistic logic underlying algo-
rithmic reasoning. While legal doctrines centre on categorical proof, Al operates on like-
lihoods and predictive scores. This epistemic gap threatens the moral and legal threshold
of beyond a reasonable doubt. We have to have in mind that “probability is not proof”, and
statistical certainty cannot replace normative judgment (Konig & Kraftt, 2021). Goodman
and Flaxman (2017) similarly oppose that neural-network opacity challenges admissibili-
ty itself, advocating for a legally enforceable right to explanation in any courtroom where
Al influences outcomes. They argue that interpretability functions as a procedural safe-
guard against automation bias and a precondition for a fair trial.
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CHAIN oF CUSTODY AND DATA INTEGRITY

Al-driven evidence collection introduces further complexity concerning the chain of cus-
tody and data integrity. When algorithms collect, filter or transform digital evidence, they
may alter its format or metadata in ways that are difficult to audit, raising doubts about
authenticity and continuity (Situmeang et al., 2024; Ehsanpour, 2025). For example, au-
tomated image and voice-recognition systems used in cybercrime and terrorism inves-
tigations can process vast quantities of data but are prone to false positives, especially
when dealing with diverse demographics or low-resolution material (U.S. Department of
Justice, 2024). Once Al modifies digital evidence through enhancement, reconstruction
or categorization, courts must verify that the altered data faithfully represent their source,
otherwise evidentiary integrity is compromised.

To mitigate such risks, European legal frameworks have begun to introduce procedural
safeguards. The Council of Europe’s CEPE] Ethical Charter on Al in Judicial Systems and
the EU Artificial Intelligence Act’” both emphasise human oversight, traceability and doc-
umentation throughout data processing. These instruments require that Al-assisted evi-
dence remain independently verifiable and subject to adversarial review (EUCPN, 2022).
A parallel debate concerns whether Al tools should be open-source or at least subject to
judicial disclosure obligations. Without insight into the algorithmic logic, defence attor-
neys face substantial barriers to exercising the right to contest evidence, an essential com-
ponent of procedural justice (Grimm et al., 2021). Thus, transparency must be understood
not as a technical preference but as a constitutional necessity for maintaining due process.

JubpIcIAL DISCRETION AND HUMAN OVERSIGHT

The increasing reliance on algorithmic evidence evaluation raises concerns about dimin-
ishing judicial discretion. Judges may unconsciously treat algorithmic outputs as objec-
tive truth, falling victim/defendant to automation bias, the tendency to over-trust ma-
chine-generated information (Parkkavi & Yadharthana, 2024). If left unchecked, such
bias risks converting courts into passive ratifiers of ‘computational determinations.® How-
ever, genuine human oversight remains achievable through judicial literacy, procedural
safeguards and mandatory algorithmic audits. As the U.S. Department of Justice (2024)
emphasises, algorithms must function as assistive instruments, not as autonomous deci-
sion-makers. Training programs educating judges on interpreting algorithmic reasoning
in conjunction with disclosing of error rates and limitations can help maintain equilibri-
um between technological efficiency and procedural fairness.

Ultimately, evidentiary standards in the era of AI must reaffirm human accountability.
Grimm et al. (2021) stress that no matter how advanced algorithms become, the legitimacy
of judgement depends on human responsibility and the capacity to justify, explain, and

>«

morally defend decisions. A doctrinal critique from Brazil's “Law 4.0” debate reinforces this
point: automation in judging, evidence review and biometric identification threatens due

7 The EU Artificial Intelligence (AI) Act is the world’s first comprehensive legal framework to regulate Al,
aiming to foster trustworthy, safe and transparent AI systems. The regulation took effect on August 1, 2024,
with various provisions and obligations phasing in over a multi-year period.

8 “Computational determination” refers to using computer-based methods, algorithms and simulations to
find a specific value, solve a problem or predict a result.
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process whenever exclusive or non-explainable models are used. Da Costa-Abreu and Silva
(2020) advocate mandatory disclosure of algorithmic logic, data provenance, and docu-
mented error rates whenever Al outputs inform legal conclusions. Only through transpar-
ency and explainability can Al coexist with the adversarial principle and equality of arms.

HUMAN RIGHTS IMPLICATIONS

THE PRESUMPTION OF INNOCENCE AND THE RIGHT TO A FAIR TRIAL

The presumption of innocence lies at the core of every democratic legal system, protecting
individuals from arbitrary state power and premature moral judgment (Buzarovska et al.,
2015). However, the increasing integration of Al into criminal justice threatens to blur this
fundamental safeguard. Predictive algorithms and risk-assessment models routinely gen-
erate probabilistic scores that pre-judge an individual’s potential for criminal behaviour,
thereby undermining the assumption of innocence until proven guilty.

When predictive policing systems classify individuals or neighbourhoods as “high risk’,
such designations often influence how law enforcement interacts with them. In judicial
contexts, algorithmic risk scores, produced by systems like COMPAS or the Public Safety
Assessment, may shape bail and sentencing decisions before defendants have a full oppor-
tunity to present their case (Grimm et al., 2021). This shift from evidentiary evaluation
to probabilistic reasoning embodies what Zavrsnik (2020) calls the “probabilistic turn” in
criminal law.

The right to a fair trial, enshrined in Article 6 of the European Convention on Human
Rights (ECHR), presupposes equality of arms between the prosecution and defence (Ko-
sevaliska, 2015). Yet, when the defence lacks access to the algorithm’s code, training data
or error rates, the ability to challenge such evidence becomes merely formal rather than
substantive (EUCPN, 2022). As Parkkavi and Yadharthana (2024) note, transparency and
explainability are not optional ethical ideals but procedural requirements for safeguarding
fairness. Without them, algorithmic judgement risks replacing reasoned deliberation with
automated interpretation, threatening the very legitimacy of justice.

THE RIGHT TO PRIVACY AND DATA PROTECTION

Al systems in criminal justice are driven by massive datasets that include biometric iden-
tifiers, communication logs and behavioural records. Their use frequently entails contin-
uous surveillance, facial recognition, and predictive monitoring, each directly engaging
the right to privacy protected under Article 8 of the ECHR (Council of Europe, 1950) and
Article 17 of the ICCPR (United Nations, 1966, Art. 17). Facial-recognition technologies
and similar Al tools are extremely valuable for identifying suspects. However, they often
operate without consent, store data indefinitely and exhibit disproportionate error rates
for women and ethnic minorities (U.S. Department of Justice, 2024).

When used without strong oversight, these tools risk creating a regime of mass surveil-
lance inconsistent with democratic accountability. The General Data Protection Regula-
tion (GDPR) and the EU Artificial Intelligence Act seek to counter these dangers by im-
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posing principles such as purpose limitation, data minimisation and human oversight.
However, as Situmeang et al. (2024) emphasise, effective enforcement remains limited by
insufficient institutional capacity and technical expertise within justice systems. Ensuring
privacy protection in the era of Al thus requires not only legal safeguards but also judicial
literacy, algorithmic auditing and interagency cooperation.

EQuUALITY AND NON-DISCRIMINATION

Perhaps the most persistent human-rights challenge linked to Al in criminal justice is algo-
rithmic bias. Machine-learning models trained on historical crime data inherently reflect
the prejudices of those data, perpetuating systemic inequalities (Parkkavi & Yadharthana,
2024). Predictive-policing systems relying on arrest records from over-policed neighbour-
hoods often reinforce surveillance cycles, effectively criminalising social vulnerability.

Risk-assessment algorithms likewise reproduce structural hierarchies. Grimm et al. (2021)
observe that variables such as income, education and neighbourhood act as proxies for race
and class, producing outcomes that disproportionately affect marginalised groups. Fergu-
son (2017) captures this phenomenon concisely: predictive models frequently “predict po-
licing rather than crime”, generating feedback loops that sustain discrimination. In regions
such as Southeast Europe, where social disparities and weak oversight persist, the risk of
digital discrimination is particularly acute (Kosevaliska et al., 2024; Kosevaliska, 2023).

A further manifestation of algorithmic inequality arises from ethnic and racial profiling
embedded in Al-based mass surveillance systems. Automated License Plate Recognition
(ALPR) technologies, facial recognition networks and border-control algorithms increas-
ingly rely on datasets that misrepresent non-European populations. Studies indicate that
vehicle-registration surveillance systems frequently yield false positives for non-European
license plates, flagging them as suspicious or irregular (Bennett Moses, 2023). Such sys-
temic bias not only distorts enforcement priorities but also normalises disproportionate
monitoring of ethnic minorities, migrants and cross-border workers. When combined
with predictive-policing or immigration-control algorithms, these technologies risk con-
structing a digital architecture of suspicion where certain identities are algorithmically
“pre-criminalized”. Addressing these harms requires rigorous validation of input data,
mandatory public disclosure of error rates, and participatory oversight that includes af-
fected communities in algorithmic-governance processes.

Promoting equality in Al-driven justice requires transparent datasets, independent bias
auditing and accessible mechanisms for redress. The U.S. Department of Justice (2024) rec-
ommends regular bias testing while European regulators advocate for a human-in-com-
mand model that ensures human review at every stage of Al deployment. Both frame-
works reject the myth of technological neutrality and affirm that equality must be actively
protected through law and ethics, not assumed through code.

BALANCING INNOVATION WITH RIGHTS PROTECTION

The integration of Al into criminal justice is both inevitable and transformative, yet its
legitimacy depends on inserting human-rights principles into every stage of design and
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implementation. As Zavr$nik (2020) and Grimm et al. (2021) argue, technology must
serve justice, not replace it. A rights-based approach should ensure that efficiency never
conceals fairness and that automation never erodes accountability.

This equilibrium requires a shift from reactive regulation to proactive governance: regular
algorithmic audits, interdisciplinary ethics committees and international cooperation in
standard-setting. De Araujo et al. (2022) emphasise that digital-by-default judicial models
such as Brazil’s Juizo 100% Digital can enhance accessibility and speed only if accompa-
nied by guarantees of publicity, impartiality and a reasonable time. Likewise, Gless et al.
(2016) advocate for algorithmic accountability rooted in transparency, traceability and
proportionality review, noting that regulation must be normatively grounded in funda-
mental rights.

Ultimately, preserving the human dimension of justice requires institutionalising over-
sight and public transparency. Set in ethical impact assessments, audit trails and judicial
review within Al systems can ensure that technological innovation reinforces rather than
replaces the rule of law.

CONCLUDING REMARKS
REGULATORY, ETHICAL AND POLICY FRAMEWORKS
FOR RESPONSIBLE AI IN CRIMINAL JUSTICE

As artificial intelligence becomes increasingly embedded in criminal justice, legislators
and international institutions are striving to ensure legality, transparency and protec-
tion of human rights. The European Unions Artificial Intelligence Act (2024) represents
the most comprehensive regulatory framework to date. Following a risk-based model, it
classifies Al systems used in law enforcement, border control and judicial decision-mak-
ing as high-risk, subjecting them to strict requirements of documentation, explainability
and human oversight (EUCPN, 2022). Complementing the Act, the Council of Europe’s
CEPE] Ethical Charter on Al in Judicial Systems articulates five guiding principles: re-
spect for fundamental rights, non-discrimination, quality and security, transparency and
human control as prerequisites for legitimate AI deployment (Council of Europe, 2018).
Harmonising international standards with national capacities demands not only legisla-
tive reform but also sustained investment in technical infrastructure, institutional compe-
tence and judicial training.

Regulation alone cannot safeguard justice in an algorithmic age; ethical and procedur-
al measures must accompany every stage of design and deployment. Explainability and
transparency should be mandatory for any Al system affecting legal rights. Algorithms
must be auditable and open to scrutiny by judges and defence counsel, consistent with the
CEPEJ’s notion of “understandable justice” (Grimm et al., 2021).

Judicial literacy initiatives should train judges and prosecutors to interpret algorithmic
evidence critically rather than defer mechanically to machine outputs. Moreover, account-
ability mechanisms must assign clear responsibility for AI deployment, monitoring and
error correction.

Ethical governance also requires public transparency and participation. Citizens must be
informed of how AT affects their rights and have access to remedies when those rights are
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violated. Without democratic oversight, Al regulation risks devolving into technocratic
self-governance, eroding the rule of law (Zavrsnik, 2021). Recent scholarship on Justice
5.0 envisions participatory and human-centric digital courts that integrate explainabili-
ty, bias auditing and capacity-building as core design principles (Borgesano et al., 2025).
Bhatt et al. (2024) likewise warn that efficiency gains from digital transformation must not
render justice “less humane” but should instead reinforce transparency and accountability.

Comparative analysis confirms that the European AI Act and the CEPE] Charter together
represent the most advanced rights-based framework globally, balancing innovation with
fundamental freedoms. Nonetheless, many Southeast European jurisdictions lack the in-
stitutional capacity to operationalise these standards effectively (Situmeang et al., 2024).
This asymmetry creates “regulatory blind spots” where Al tools operate without adequate
legal supervision.

The findings of this research underline that the future of criminal justice depends on a
rights-based, human-centred governance model. AI must remain an instrument serving
justice, not a substitute for it. As Calo (2017) argues, legitimacy arises not only from pro-
cedural accuracy but also from citizens’ trust that decisions are humanly reasoned. De
Aratjo et al. (2022) similarly stress that digital-by-default courts, such as Brazil’s Juizo
100% Digital, can enhance accessibility only if constitutional guarantees of publicity, im-
partiality and reasonable time are preserved.

Ultimately, sustainable digital justice requires embedding ethical reflection into both tech-
nological design and regulatory practice. Al governance should combine legal enforce-
ability with moral responsibility, an equilibrium where innovation advances efficiency
while the rule of law continues to safeguard dignity, equality and liberty.

Artificial intelligence is reshaping the architecture of criminal justice at every level, from
police investigations and prosecutorial discretion to judicial deliberations and sentencing.
However, this transformation presents a fundamental moral and legal dilemma: how to
connect the power of intelligent technologies without compromising the rule of law and
the core principles of justice.

The findings of this paper demonstrate that the integration of Al into criminal proce-
dure, while potentially beneficial for efficiency and consistency, carries profound impli-
cations for fairness, transparency and human accountability. While predictive policing
and risk-assessment algorithms have shown the capacity to optimise resource allocation,
they risk reinforcing the existing social biases and eroding the presumption of innocence.
Likewise, Al-generated evidence and automated decision-support systems challenge tra-
ditional evidentiary standards and judicial discretion, creating new demands for explain-
ability, traceability and oversight.

Ensuring that Al serves justice, rather than undermines it, requires a multidimension-
al response. First, regulatory alignment must embed transparency, human oversight and
rights-based evaluation into all stages of AI design and implementation. Second, ethical
governance should cultivate institutional responsibility, promoting collaboration between
developers, policymakers and judicial actors to ensure accountability and non-discrimi-
nation. Third, judicial empowerment through education and algorithmic literacy is vital
to preserving the integrity of human reasoning in an age of automation.

In the context of Southeast Europe, where digital transformation often outperforms legal
reform, these imperatives are particularly urgent. Building resilient institutions that can
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balance innovation with rights protection will determine whether AI becomes a tool of
empowerment or a mechanism of exclusion.

Ultimately, the future of criminal justice depends on reaffirming a simple truth: technolo-
gy must remain subordinate to the rule of law. Artificial intelligence should serve as an in-
strument of human progress, not as a substitute for human judgment. Only by embedding
ethical reflection and human oversight into technological design and regulatory practice
can societies ensure that the evolution of justice remains aligned with its most essential
mission, to uphold truth, protect liberty and safeguard human dignity.
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