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Abstract: 
The goal of this study is to overcome the identified methodological limi-
tations of prior studies aimed at predicting the type of auditor opinion 
and draw definite conclusions on the relative predictive performance 
of different predictive methods for this particular task. Predictive per-
formance of twelve candidate models from the realms of statistics and 
machine learning is assessed separately for the two common real-life 
scenarios: a) when prior information on the client (i.e. types of audit 
opinion received in the past) is available and can be used in prediction, 
and b) when such information is not available (e.g. new companies). 
The results show that, in the first scenario, several methods from both 
realms achieve comparable predictive performance of around 0.89, as 
measured by the Area under the curve (AUC). In the second scenario, 
however, machine learning algorithms, particularly tree-based ones, 
such as random forest, perform significantly better, achieving the AUC 
of up to 0.79. Finally, we develop and assess the predictive performance 
of two hybrid models aimed at combining the strong points of both 
statistical (i.e. interpretability of results) and machine learning (i.e. 
handling a large number of predictors and improved accuracy) ap-
proaches. The complete procedure is demonstrated in a reproducible 
manner, using the largest empirical data set ever used in this stream of 
research, comprising 13,561 pairs of annual financial statements and 
the corresponding audit reports. The procedures described in this study 
allow audit and finance professionals around the globe to develop and 
test predictive models that will aid their procedures of audit planning 
and risk assessment. 
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INTRODUCTION

According to the international auditing standards, auditors are required to consider a number of 
factors related to the risk of material misstatements in their clients’ financial reports, to provide a basis 
for designing and performing audit procedures (ASB GAAS Section 315, 2013; IAASB ISA 315, 2013). 
Namely, they are required to “discuss the susceptibility of the entity’s financial statements to material 
misstatement” (ASB GAAS Section 315, 2013, para. 5; IAASB ISA 315, 2013, para. 10) and “identify 
and assess the risks of material misstatement at: (a) the financial statement level and (b) the assertion 
level for classes of transactions, account balances, and disclosures” (ASB GAAS Section 315, 2013, para. 
26; IAASB ISA 315, 2013, para. 35). In light of this, developing and employing models that are, given 
the data obtained from financial statements, being audited and other available company information, 
predictive of the forthcoming type of auditor opinion, and thus provide timely and reliable assessments 
of the risk of detectable material misstatements, are of great practical importance to auditors (Bell and 
Tabor, 1991). By using such models, auditors can screen their client portfolio and direct attention 
to those clients who have high estimated probability of receiving a qualified audit opinion, and thus 
not only save time and money (Gaganis, Pasiouras, Spathis et al., 2007), but also reduce the potential 
litigation cost and reputation risk. 

As a result, over the past decades, numerous models for predicting the type of audit opinion have 
been proposed in the literature (Kirkos et al., 2007). Earlier studies have mainly relied on the use of 
classical statistical modeling techniques, mainly probit and logistic regression models (Dopuch et al., 
1987; Francis and Krishnan, 1999; Krishnan and Krishnan, 1996), while more recent ones have shown 
an increased preference for modern machine learning techniques, such as decision trees and artificial 
neural networks (Fernández-Gámez et al., 2016; Pourheydari et al., 2012; Saif et al., 2013; Yasar et al., 
2015).1 Although the abundance of empirical research, conducted on the topic, might be expected to 
provide a solid basis for practitioners to identify a predictive technique that is best suited for predicting 
audit qualifications, we argue that this is not possible for two main reasons.

The first reason is that prior studies have not fully employed the respective strong points of the two 
sets of techniques. Specifically, the studies demonstrating the use of statistical techniques have not 
taken the advantage of their capacity to model individual effects of clients and auditor firms, essentially 
ignoring the valuable information that is readily available in prior audit reports. On the other hand, the 
studies demonstrating the use of machine learning techniques have considered only a limited pool of 
theoretically-driven predictors, failing to take advantage of their capacity to handle a large number of 
predictors that can be generated based on the data available from the complete set of financial reports. 
Therefore, the predictive performance achieved and reported in prior studies can be deemed subop-
timal; consequently, any comparison based on these results would be indicative rather than definite. 

The second reason is that most studies — with the exception of the study by Doumpos and col-
leagues (2005) — have not differentiated between the cases where prior information on the client 
and the auditor (i.e. audit reports from prior periods) is available and cases where such information 
is not available. This difference is crucial, since the highest achievable predictive performance differs 
substantially between the two scenarios. By not differentiating between the two scenarios, researchers 

1	 Even though the distinction between statistical and machine learning methods is not a clear-cut one (statistics is the basis 
for many modern machine learning methods), we use this terminological demarcation in this study mainly to highlight 
the fact that statistical methods are better at modeling the systematic effects suggested by the researcher, and machine 
learning methods are more capable of handling a large number of predictors, which is relevant to the aims of our study. 
This distinction also highlights the temporal trend in the usage of predictive methods observed in prior literature.
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have been not only reported an aggregated accuracy across the two scenarios, but, more importantly, 
failed to examine a likely possibility that, to achieve optimal results, the two scenarios require two dif-
ferent predictive techniques. 

Considering the above-mentioned, the main motivation for conducting this study is to build several 
candidate models from the realms of both statistics and machine learning, using a single empirical data 
set, in a way that allows us to draw more valid conclusions on their relative predictive performance than 
is possible based on the existing body of research. To do so, we first demonstrate how to employ the 
respective strong points of the two sets of techniques more effectively. Specifically, we: a) demonstrate 
how client- and auditor-specific individual effects can be modeled using random effects within the lo-
gistic regression framework and b) design a feature-generation procedure aimed at making better use 
of the data available in the complete set of financial reports. Those two methodological amendments are 
demonstrated to meaningfully improve the predictive performance of statistical and machine learning 
techniques, respectively. Next, we demonstrate that, when their potentials are more fully employed, each 
set of techniques is better suited to one real-life scenario. While mixed-effects logistic regression, which 
is a statistical tool, should be preferred for the interpretability of its output, when prior information on 
the client is available, machine learning techniques, such as random forest [RF] and guided regular-
ized random forest [GRRF], should be preferred for their superior predictive performance in scenarios 
where no prior information is available (e.g. new companies). Finally, motivated by this finding, we 
build two hybrid models that combine the feature selection capability and flexibility of machine learn-
ing algorithms with the improved interpretability and the ability to account for the systematic effects 
present in panel data sets of regression models. The first one is a stacked ensemble that uses predictions 
from seven different machine learning algorithms as predictors and mixed-effects logistic regression 
as a meta-learner. This model outperformed each of the individual regular predictive models in both 
scenarios. The second hybrid model involves the inclusion of a compact set of classification rules selected 
by the GRRF algorithm as dummy variables in mixed-effects logistic regression. This model is shown 
to be particularly useful in scenarios where prior information is available, providing the best trade-off 
between interpretability and accuracy. 

The complete model development and validation procedure is demonstrated in a reproducible man-
ner using a large empirical data set on audit opinions and financial reports. As such, the framework 
presented herein can be used by audit and finance professionals around the globe to develop and test 
the predictive models that will aid the process of audit planning and risk assessments. 

LITERATURE REVIEW

The line of research that this study belongs to is that aimed at forming expectations of the type of 
auditor opinion.2 The main challenges are identifying factors, associated with receiving qualified or 
modified opinion (including qualified opinion, adverse opinion, and disclaimer of opinion), as op-
posed to unqualified audit opinion, and developing predictive models that, with the highest achievable 
accuracy, estimate the probability of class membership at the level of the individual financial report. 

2	 Lines of research which, although somewhat related, should be clearly demarcated from the one under con-
sideration in this study, are those devoted to: detection of earnings management (DeAngelo, 1986; Dechow 
et al., 1995; DeFond & Jiambalvo, 1994; Healy, 1985; Jones, 1991); detection of fraudulent reporting (Beneish, 
1999; Glancy and Yadav, 2011; Humpherys et al., 2011; Ngai et al., 2011; Perols, 2011; Perols et al., 2017; Zhou 
and Kapoor, 2011); evaluation of earnings quality (Dechow et al., 2010) or prediction of a particular type of 
auditor qualification, such as going-concern qualification (Bell and Tabor, 1991; Maggina and Tsaklanganos, 
2011; Monroe and Teh, 2009; Mutchler and Hopwood, 1997; Yeh et al., 2014).
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In Table 1, we present prior studies aimed at modeling qualified audit opinions in chronological 
order. 

Paper Sample  
Characteristics Method Factors Associated with Qualified/ 

Modified Audit Opinions

Dopuch et al. 
(1987)

275 qualified and 441 
unqualified opinions 
from 1969–1980 (US 

public companies)

Probit 
regression

◆ Being listed on stock exchange for less than
five years

◆ Low stock returns of the stocks in the
industry

◆ Increase in variability of stock returns
◆ Decrease in value of beta coefficient
◆ Net income negative in current year
◆ Increase in financial leverage
◆ Decrease in ratio of receivables to total assets

Kinney and 
McDaniel (1989)

24 qualified and 49 
unqualified opinions 
from 1976–1985 (US 

public companies)

T-test and
regression

◆ Listed over-the-cou nter
◆ Small companies
◆ Low profitability
◆ High financial leverage
◆ Low growth
◆ Negative stock returns

Krishnan et al. 
(1996)

163 qualified and 
1,674 unqualified 

audit opinions from 
1986–1988 (US pub-

lic companies)

One-stage and 
two-stage probit 

model

◆ Low share of receivables in total assets
◆ High financial leverage
◆ Small size (assets)
◆ Negative net income in current year
◆ High volatility (SD) of stock returns
◆ Low stock returns
◆ Higher levels of outsider ownership
◆ Small size (assets) relative to auditor client

portfolio
◆ Low growth (in assets)
◆ Being listed on stock exchange for longer

time
◆ Probability of litigation as measured by the

variable constructed by Stice (1991)

Laitinen and 
Laitinen (1998)

8 qualified and 103 
unqualified audit 

opinions from 
1992–1994 (public 
companies listed 
on Helsinki stock 

exchange)

Kruskal-Wallis  
test and logistic 

regression

◆ Low profitability
◆ Low growth
◆ High leverage
◆ High credit risk
◆ Small companies

Francis and 
Krishnan (1999)

284 modified and 
2,324 unmodified 

from 1986–1987 (US 
companies)

Probit model

◆ High leverage
◆ Net income negative in current year
◆ Small companies
◆ High stock price volatility
◆ Low stock returns
◆ Being listed on stock exchange longer
◆ High accruals as measured by the difference 

between net income and cash flow from op-
erations



EJAE 2019  16 (2)  1-58
STANIŠIĆ, N., RADOJEVIĆ,T., STANIĆ, N.  PREDICTING THE TYPE OF AUDITOR OPINION: STATISTICS, MACHINE LEARNING, OR A COMBINATION OF 

THE TWO?

5

Bartov et al. 
(2000)

173 qualified and 
173 matched-pair 

unqualified opinions 
from the period 

1980–1997 (US com-
panies) 

Contingency-table 
test and logistic 

regression

High discretionary accruals as measured by: 
◆ The modified Jones model
◆ The cross-sectional Jones model
◆ The cross-sectional modified Jones model

Spathis et al. 
(2003)

50 qualified and 50 
matched-pair un-

qualified audit opin-
ions from 1997–1999 
(Greek companies)

Multicriteria 
decision aid clas-
sification method 
(UTADIS), discri-
minant analysis, 

and logistic  
regression

◆ High share of receivables in sales
◆ Low profitability (net profit/total assets)
◆ Low liquidity (working capital/total assets)
◆ Low asset turnover (sales/total assets)
◆ High credit risk (Z score)

Doumpos et al. 
(2005)

859 qualified and 
5,189 unqualified 

audit opinions from 
1998–2003 (UK and 

Irish companies)

Support vector 
machines (SVMs)

◆ Poor credit rating
◆ Low liquidity
◆ Low profitability
◆ Low fixed assets turnover
◆ Low growth

Caramanis and 
Spathis (2006)

162 qualified and 
23 unqualified audit 
opinions from 2001 

(Greek public  
companies)

Ordinary least 
squares (OLS) 

regression

◆ Low profitability as measured by profit mar-
gin to total assets

◆◆ Low liquidity as measured by current assets 
divided by current liabilities

Gaganis and  
Pasiouras (2006)

114 qualified and 
114 unqualified 

audit opinions from 
2003–2004 (UK and 

Irish companies)

Discriminant 
analysis and logis-

tic regression

◆ Large size (assets)
◆ Low profitability
◆ Low growth
◆ A non-Big N auditor

Gaganis,  
Pasiouras, and 
Doumpos (2007)

264 qualified and 
3,069 unqualified 

audit opinions from 
1997–2004 (public 

companies listed on 
the London stock 

exchange)

Probabilistic 
neural network 
(PNN), artificial 
neural network 

(ANN), and  
logistic regression

◆ Low profitability
◆ Poor credit rating
◆ Extreme values (both high and low) of days

payable outstanding
◆ Small companies

Gaganis,  
Pasiouras, Spa-
this, et al. (2007)

980 qualified and 
4,296 unqualified 

audit opinions from 
1998–2003 (UK 

companies)

K-nearest neigh-
bors (k-NN),
discriminant
analysis, and

logistic regression

◆ High credit risk
◆ High liquidity (current ratio)
◆ High leverage
◆ Low growth
◆ Low profitability

Kirkos et al. 
(2007)

225 qualified and 
225 unqualified 

audit opinions from 
1995–2004 (UK and 

Irish companies)

C4.5 decision tree, 
multilayer percep-
tron (MLP), and 
Bayesian belief 

network

◆ High credit risk (Z score)
◆ Low profitability
◆ High leverage
◆ Low revenue

Pourheydari et al. 
(2012)

347 qualified and 
671 unqualified 

audit opinions from 
2001–2007 (public 
companies listed 
on Tehran stock 

exchange)

Multilayer percep-
tron (MLP), ra-

dial basis function 
(RBF), probabilis-
tic neural network 
(PNN), and logistic 

regression

◆ Low liquidity as measured by working capital
◆ Low profitability as measured by net income 

per employee, EBIT margin, and pre-tax
profit margin

◆ Higher values of days sales outstanding
◆ High credit risk
◆ Low growth
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Saif et al. (2012)

708 qualified and 
310 unqualified 

audit opinions from 
2001–2007 (public 
companies listed 
on Tehran stock 

exchange)

Support vector 
machine (SVM) 

and decision trees

◆ Low profitability (net profit per employee)
◆ Small size (number of employees, sales)
◆ Low growth
◆ High cash flow from investing activities rela-

tive to revenue

Saif et al. (2013)

708 qualified and 
310 unqualified 

audit opinions from 
2001–2007 (public 
companies listed 
on Tehran stock 

exchange)

Multilayer percep-
tron (MLP) and 

decision trees

◆ Low inventory turnover
◆ High liquidity (current ratio)

Yasar et al. 
(2015)

55 qualified and 55 
unqualified audit 

opinions from 
2010–2013 (public 
companies listed 
on Istanbul stock 

exchange)

Discriminant 
analysis, logistic 
regression, and 

C5.0 decision tree

◆ Low liquidity
◆ High leverage
◆ Low productivity of operations
◆ Low profitability

Zdolšek et al. 
(2015)

12 qualified and 293 
unqualified audit 

opinions from 2009 
(Slovenian compa-

nies)

Logistic regression

◆ High leverage
◆ Low liquidity
◆ Low efficiency
◆ Low profitability

Fernández-
Gámez et al. 
(2016)

78 qualified and 
369 unqualified 

audit opinions from 
2008–2010 (Spanish 
public companies)

Probabilistic neu-
ral network (PNN) 

and multilayer 
perceptron (MLP)

◆ Small size
◆ Low liquidity
◆ Low profitability
◆ Low solvency (EBITDA/total liabilities)
◆ Low productivity

Table 1. Review of Studies Aimed at Modeling Qualified Audit Opinions

Characteristics of clients, both financial and non-financial, are the most important group of predic-
tors used in prior studies, which is expected, given that the main reasons for issuing a modified audit 
opinion are materially misstated financial reports and substantial uncertainties related to the client’s 
operations.3 Characteristics of audit firms are somewhat less frequently considered as predictors, with 
the auditor’s membership of Big N being the most researched effect. Most studies have found that the 
auditor’s membership of Big N is not predictive of qualifications (Kirkos et al., 2007; Krishnan and 
Krishnan, 1996; Mutchler and Hopwood, 1997; Ruiz-Barbadillo et al., 2004).4

The main general conclusion, arising from the results of prior research, is that companies with poor 
financial conditions (i.e. high leverage, low liquidity, high credit risk, small size, low efficiency, low 
growth) get qualified audit opinions more frequently. There are several potential reasons for this. The 
first is that poor financial prospects on their own, when inadequately disclosed as a going concern in 
3	 The potential reasons for issuing a modified audit opinion, in order of decreasing frequency, are: a) materially misstated 

financial reports (reports do not conform to the international standards of financial reporting) or inadequate disclosure; 
b) substantial uncertainties exist about the entity’s ability to continue operations (going concern) or some other important 
aspect of client’s operations; c) auditor’s inability to obtain enough evidence to verify the information presented in financial 
reports (scope limitation); and d) auditor’s lack of independence.

4	 One study (Gaganis and Pasiouras, 2006) reports that the auditor’s membership of Big N decreases the chances of qualified 
opinion.
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the financial statements, can be a reason for expressing a qualified or adverse opinion (IAASB ISA 570, 
2013, para. 20). Secondly, as noted by Beneish (1999), companies facing poor prospects have greater 
incentives for earnings manipulation. Empirical findings do not contradict this hypothesis, as more 
earnings management cases are found to be directed towards overstatement than understatement of 
financial result (Jones et al., 2008, p. 506; Kinney and McDaniel, 1989, p. 84). Thirdly, companies with 
poor financial conditions may also have low-quality human resources in their accounting departments, 
resulting in more errors. Finally, the auditors of poorly performing firms are more likely to decide that 
contingencies of a given magnitude are material (Dopuch et al., 1987, p. 437), conceivably because of a 
greater risk of stockholder lawsuits (Kinney and McDaniel, 1989, p. 72) and relatively low importance 
that such clients have in their portfolio (Krishnan et al., 1996).

Regarding the modeling techniques being used, a shift is observable from the classic statistical tools, 
such as probit and logistic regression, to more contemporary machine learning tools, such as artificial 
neural networks, decision trees and k-nearest neighbors. It is acknowledged in the literature that the 
predictive performance of specific classifiers varies widely across different types of classification task, 
depending mostly on the characteristics of the data, such as size, dimensionality, and structure. From 
the results of the prior research, it is difficult to conclude which set of tools is more effective for the task 
of predicting the type of audit opinion. The key factors that hinder the comparability of the reported 
classification accuracies across the studies are the following: 

◆ Different outcome variables are used. Researchers use both qualified (Dopuch et al., 1987;
Krishnan and Krishnan, 1996) and modified (Francis and Krishnan, 1999) types of audit opinion
as the target category. Both categories are legitimate choices, but the classification accuracies
between the two cannot be directly compared.

◆ Different predictors are used. Most researchers use only financial metrics, but some use market
data (Dopuch et al., 1987; Francis and Krishnan, 1999; Krishnan and Krishnan, 1996), non-
financial data, or latent constructs (Fernández-Gámez et al., 2016) as well. Even when nominally
using the very same predictors, the calculations are likely to differ due to the differences in
national reporting frameworks.

◆ Samples from different countries and periods and of different sizes are used. The difficulty of
prediction is expected to vary across periods and countries. Also, the accuracies reported in the
studies that have used small samples may have been overestimated due to overfitting.

◆ Different model validation methods are employed. Results obtained using bootstrap replications
(Spathis et al., 2003; Zdolšek et al., 2015), k-fold cross-validation (Kirkos et al., 2007), and differ-
ently constructed hold-out samples (Gaganis, Pasiouras, and Doumpos, 2007; Pourheydari et al.,
2012) are not directly comparable. Some studies even report classification accuracy in training
set, which is known to be overoptimistic.

◆ Different measures of predictive performance are reported. Studies report both average (Doumpos
et al., 2005; Gaganis, Pasiouras, Spathis et al., 2007) and overall classification accuracy (Gaganis,
Pasiouras, and Doumpos, 2007; Kirkos et al., 2007; Pourheydari et al., 2012; Spathis et al., 2003;
Yasar et al., 2015), which are not directly comparable. Furthermore, as the proportions of types
of audit opinion vary across countries and periods, achieving a high overall predictive accuracy
is easier in countries and periods where one type of opinion is dominant — such as in a study
done by Zdolšek et al. (2015), where a sample from Slovenia with only a 3.93 percent share of
qualified opinions in all opinions is used, or in a study by Caramanis and Spathis (2006), where
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a sample from Greece with 87.57 percent of qualified opinions in all opinions is used — than 
in those where the two types are more evenly distributed, such as in the study by Dopuch et al. 
(1987), where the share of qualified opinions was 38.41 percent. No studies report the Kappa 
metric, which corrects for the differences in proportions of types of audit opinion. 

When we try to narrow down the focus to studies that have reported comparative predictive perfor-
mance of statistical and machine learning techniques on the same data sets, using the same outcome 
variable and the same measure of accuracy, the following two studies appear to be the most relevant: 

1. Gaganis, Pasiouras, and Doumpos (2007, p. 122) reported overall accuracies of 84.35 percent,
80.55 percent, and 86.14 percent achieved by probabilistic neural network (PNN), artificial neural
network (ANN) and logistic regression, respectively.

2. Pourheydari et al. (2012, p. 11086) reported overall accuracies of 87.75 percent, 84.81 percent,
78.44 percent, and 77.60 per cent achieved by multilayer perceptron (MLP), probabilistic neural
network (PNN), radial basis function (RBF) neural networks, and logistic regression, respectively.5

The results of the two studies are conflicting: logistic regression achieves higher accuracy in the first 
study, while artificial neural networks are shown to be more accurate in the second. It should be noted, 
however, that the confidence intervals for the classification accuracies have not been reported, meaning 
that the possibility that the observed within-study differences are insignificant has not been ruled out. 

Most importantly, even if the findings of the prior studies were consistent, we argue that the conclu-
sions drawn from such studies would not be definite, because the respective strengths of the two sets 
of tools have not been fully exploited. 

Specifically, the studies relying on statistical methods have missed the opportunity to model the 
systematic effects of individual auditors and clients. Given that the differences in auditors’ propensities 
to issue (e.g. auditor’s reporting conservatism) and clients’ propensities to receive (e.g. client’s pro-
pensity to manage earnings or the quality of its accounting department) a modified audit opinion are 
expected to exist and persist over time, the failure to model the individual effects (i.e. to use the prior 
information when available) has likely resulted in suboptimal predictive performance of the statistical 
models. At the root of this suboptimal modeling choice there may be the unfortunate circumstance 
that most studies — with the exception of a study by Doumpos et al. (2005) — have not differentiated 
between cases where prior information on client and auditor (i.e. audit and/or financial reports from 
prior periods) is available from cases where such information is not available.6 Differentiating between 
these two real-life scenarios is extremely important for the task of prediction, from both a theoretical 
and practical perspective. The inclusion of the systematic effects is not only expected to improve the 
predictive performance of the statistical models, but also to yield unbiased estimates of the coefficients 
with the explanatory variables. 

5	 Yasar et al. (2015) reported overall accuracies of 87.3 percent, 92.7 percent, and 98.2 percent, achieved by dis-
criminant analysis, logistic regression, and C5.0 decision tree, respectively. However, this study is disregarded, 
since the reported accuracies are measured in different samples (in the training sample for the former two, 
and in a test sample, comprising only 26 observations, for the third one). Also, Spathis et al. (2003, p. 278) 
reported overall accuracies of 78.83 percent, 74.34 percent, and 74.70 percent based on 200 bootstrap replica-
tions, achieved by the multicriteria decision aid classification method (UTADIS), linear discriminant analysis, 
and logistic regression, respectively. This study is omitted, however, since UTADIS is neither a statistical nor 
machine learning technique.

6	 A transparent and informative model validation technique was conducted by Doumpos et al. (2005, p. 211), 
who reported overall accuracies of 84.58 percent, 84.84 percent, and 84.84 percent achieved by support vector 
machines with linear, RBF, and quadratic kernel, respectively. 
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On the other hand, the studies relying on machine learning techniques have failed to fully employ 
their feature extraction capabilities. These studies have typically relied on the traditional theory-driven 
metrics, developed for the task of financial analysis, instead of using all the available information from 
the complete set of financial reports to boost the predictive performance (machine learning techniques 
are expected to make relatively better use of the data available in the complete set of financial state-
ments, since they are designed to be capable of handling more predictors and modeling more complex 
relationships) and extract novel, data-driven predictors that might be more relevant for the task of 
predicting auditor opinions. 

Finally, no study has made an attempt to combine the respective strong points of the two approaches 
to construct a hybrid model that would make the best use of the data available while preserving the 
desired level of parsimony and interpretability of the model. 

Based on the review of prior research in the field, we recognize the need for a study which will: 1) de-
velop models from the realms of statistics and machine learning that fully exploit their respective strong 
points, which are modeling of the systematic effects on one side, and flexibility and feature extraction 
capabilities on the other; 2) consider the possibility of developing hybrid models that would integrate 
the best of both worlds; 3) test the predictive performance of the models, while differentiating between 
the setting where prior information on the client is available and the setting where prior information 
is not available; 4) report confidence intervals for the predictive accuracies, in addition to their point 
estimates; and 5) do everything in a reproducible manner, and without relying on the assumption that 
long time series of historical reports or market data are available, to allow researchers and professionals 
around the globe to build models and expert systems for the assessment of the probability of material 
misstatements in financial reports that will suit their needs. 

MATERIALS AND METHODS

Data

The data from 13,561 complete sets of annual financial statements for 4,701 companies are combined 
with the data from the corresponding audit reports, forming an unbalanced panel data set. The client 
companies included in the sample represent a supermajority of medium- and large-sized companies 
registered in the Republic of Serbia. The information on the auditor firm name and the type of audit 
opinion is hand-collected from the audit reports issued by 64 audit firms (Big 4 plus 60 other audit 
firms), which, again, represents a supermajority of all the auditor firms registered in this country. To 
the best of our knowledge, this is the largest data set used in the literature devoted to predicting the 
type of audit opinion.

In the total sample of audit opinions (13,561), the following frequencies of the four main types of 
audit opinions are observed: adverse opinion (71), disclaimer of opinion (644), qualified opinion (3,706), 
and unqualified opinion (9,140). We present the absolute and relative frequencies of the specific types 
of audit opinion by period in Table 2. 
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Absolute Frequencies by Period Relative Frequencies by Period

  2010 2011 2012 2013 2010 2011 2012 2013

Adverse opinion 9 15 22 25 0.27% 0.45% 0.60% 0.78%

Disclaimer of opinion 127 140 200 177 3.76% 4.24% 5.44% 5.52%

Qualified opinion 910 900 1,011 885 26.94% 27.26% 27.49% 27.62%

Unqualified opinion 2,332 2,246 2,445 2,117 69.03% 68.04% 66.48% 66.07%

Total 3,378 3,301 3,678 3,204 100.00% 100.00% 100.00% 100.00%

Table 2. Observed Frequencies for Each Type of Audit Opinion by Period

Since adverse opinions and disclaimers of opinion are relatively rare, we combine them with quali-
fied opinions to establish a ‘modified opinion’ category. The absolute and relative frequencies of the 
modified and unmodified opinions are shown in the following Table 3. 

Absolute Frequencies by Period Relative Frequencies by Period

  2010 2011 2012 2013 2010 2011 2012 2013

Modified opinion 1,046 1,055 1,233 1,087 30.97% 31.96% 33.52% 33.93%

Unmodified opinion 2,332 2,246 2,445 2,117 69.03% 68.04% 66.48% 66.07%

Total 3,378 3,301 3,678 3,204 100.00% 100.00% 100.00% 100.00%

Table 3. Frequencies of Modified and Unmodified Audit Opinions by Period as Observed in the Sample 

The observed frequency of the two main types of audit opinions by industry classification is pre-
sented in Appendix A. 

In the complete data set, there are 9,140 (67.4%) unmodified and 4,421 (32.6%) modified audit 
opinions, indicating no significant class imbalance. 

The dependent variable in all the predictive models is the dichotomous variable that indicates the 
type of audit report received by company i in period t. A value of 0 indicates an unmodified (unqualified) 
audit opinion while a value of 1 indicates a modified (qualified, disclaimer, or adverse) audit opinion. 

Given the above-mentioned definition of the dependent variable, we model the probability that 
either: a) the auditor issues a disclaimer of opinion (i.e. withdraws) for a valid reason, which occurs in 
around five percent of all cases in the sample; or b) the financial statements do not meet one or more 
of the requirements for issuing an unqualified opinion, and hence contain either non-pervasive (for 
a qualified opinion) or pervasive (for an adverse opinion) material misstatements, which occurs in 
around 28 percent of all cases in the sample.7

7	 The national Law on Auditing requires all auditors to apply the International Standards on Auditing, the International 
Standard on Quality Control, and the related standards published by the International Auditing and Assurance Standards 
Board of the International Federation of Accountants. Accordingly, an unqualified/unmodified audit opinion has the same 
meaning as in all previous studies, and implies that the financial statements: 
a) Have been prepared in accordance with IFRS;
b) Comply with relevant statutory requirements and regulations;
c) Provide adequate disclosure of all material matters, and
d) Provide adequate disclosure of any changes in the accounting principles or in the method of their application and the
effects thereof.
If any of the listed conditions is not met, a modified opinion is issued.
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All computations and modeling are conducted within the R software environment (R Core Team, 2017).

The Predictors

Initially, we consider a comprehensive set of theory-driven metrics, derived from prior studies. 
In addition to that, to make a better use of quantitative data obtainable from clients’ complete sets of 
financial statements, we design and conduct a feature generation procedure, and subsequently use the 
feature extraction capabilities of machine learning algorithms to identify features (predictors) highly 
relevant for the task of predicting auditor opinions.

Theory-Driven Predictors

Among the theory-driven predictors, there are 31 financial variables that, based on the previous 
research, are expected to be associated with qualified audit opinion. The potentially relevant predictors 
are classified into eight groups: 1) size (Francis and Krishnan, 1999; Kinney and McDaniel, 1989; Kirkos 
et al., 2007); 2) profitability (Caramanis and Spathis, 2006; Dopuch et al., 1987; Francis and Krishnan, 
1999; Kinney and McDaniel, 1989; Kirkos et al., 2007; Pourheydari et al., 2012); 3) liquidity (Caramanis 
and Spathis, 2006; Pourheydari et al., 2012); 4) leverage (Dopuch et al., 1987; Francis and Krishnan, 
1999; Kinney and McDaniel, 1989; Kirkos et al., 2007); 5) cash conversion cycles (Gaganis, Pasiouras, 
and Doumpos, 2007; Pourheydari et al., 2012); 6) credit risk (Gaganis, Pasiouras, and Doumpos, 2007; 
Kirkos et al., 2007; Pourheydari et al., 2012); 7) earnings quality/accruals (Bartov et al., 2000; Francis 
& Krishnan, 1999), and 8) other (Gaganis, Pasiouras, and Doumpos, 2007).8 Details on the calculation 
of the theory-driven predictors are presented in Table 4. 

Predictor Group Predictor Name Calculation item ids (as assigned in the layout of chart of accounts) in superscript

Size
Ln total assets Ln (operating assets022)

Ln revenue Ln (operating revenue201)

Profitability

Net result Net profit229 - Net loss230

EBIT Profit before tax223 - Loss before tax224 + Interest expenses667

EBITDA EBIT + Depreciation661

Operating result Operating profit213 - Operating loss214

Return on assets EBIT / Operating assets022

Return on equity Net result / Capital101

Return on invested 
capital

EBIT × (1 - Corporate tax rate [15%]) / (Capital101 + Long-term 
liabilities113 + Short-term financial liabilities117 - Excess cash [any 
cash over 3% of operating revenue])

Return on capital in-
vested in core business

Operating result / (Operating assets022 - Long-term financial invest-
ments009 - Short-term financial investments018 - Excess cash [any 
cash over 3% of operating revenue])

Operating margin Operating result / Operating revenue201

Net margin Net result / Operating revenue201

8	 The group named ‘other’ includes an average net monthly salary (a proxy for employees’ quality and motiva-
tion level) and the percentage of foreign ownership, both of which have been calculated based on the data 
presented in the financial statements.
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Liquidity

Net working capital Current assets012 - Current liabilities116

Net working capital to 
assets Net working capital / Operating assets022

Quick ratio (Receivables016 + Receivables from overpaid corporate income tax017 
+ Cash and cash equivalents019) / Current liabilities116

Leverage

Equity to total liabili-
ties

Capital101 / (Long-term provisions and liabilities111 + Deferred tax 
liabilities123)

Debt ratio (Long-term loans114 + Other long-term liabilities115 + Short-term 
financial liabilities117) / Operating assets022

Cash  
Conversion

Days sales outstanding Accounts receivables (sales)639 / Sales revenue202 × 365 / (1 + VAT
rate [18%])

Days payable  
outstanding

Operating liabilities (end of the year)640 / Operating liabilities (credit 
turnover without opening balance)643 × 365

Days sales of  
inventory

(Raw materials616 + Work in process617 + Finished goods618 + Mer-
chandise inventory619) / Operating liabilities (credit turnover with-
out opening balance)643 × 365 / (1 + VAT rate [18%])

Cash conversion cycle Days sales outstanding - Days payable outstanding + Days sales
of inventory

Credit Risk

Z score for private 
companies

Z’ = 0.717 × Net working capital to assets + 0.847 × (Retained 
profits108 / Operating assets022) + 3.107 × Return on assets + 0.420 
× Equity to total liabilities + 0.998 × (Operating revenue201 / Op-
erating assets022)

Z score for non-man-
ufacturers and emerg-
ing markets

Z’’ = 6.56 × Net working capital to assets + 3.26 × (Retained prof-
its108 / Operating assets022) + 6.72 × Return on assets + 1.05 × Equity 
to total liabilities

Zmijewski score
- 4.336 - 4.513 × (Net income / Operating assets022) + 5.679 × ((Long-
term provisions and liabilities111 + Deferred tax liabilities123) / Op-
erating assets022) + 0.004 × (Current assets012 / Current liabilities116)

Shumway score
- 6.307 × (Net result / Operating assets022) + 4.068 × ((Long-term
provisions and liabilities111 + Deferred tax liabilities123) / Operating 
assets022) - 0.158 × (Current assets012 / Current liabilities116)

Earnings  
Quality

Free cash flow to  
equity (FCFE)

Cash balance at the end of the period343 - Cash balance at the begin-
ning of the period340 + Dividends paid333 + Buy-up treasury shares 
and stakes330 - Increase in the capital stock326

Free cash flow to firm 
(FCFF)

FCFE - Long-term and short-term borrowings (net inflows)327 + 
(Interest paid308 × (1 - corporate tax rate [15%]))

FCFE minus net result 
to revenue (FCFE - Net result) / Operating revenue201

Cash flow from opera-
tions minus operating 
result to revenue

((Net cash inflow from operating activities311 - Net cash outflow 
from operating activities312) - (Operating result)) / Operating rev-
enue201

Other

Percentage of foreign 
ownership

(Share capital - % held by foreign investors624 + Limited liabil-
ity capital - % held by foreign investors626 + General and limited 
partnership capital - % held by foreign investors628) / Total paid 
in capital633

Average net monthly 
salary in EUR

Liabilities for net salaries and wages (credit turnover excluding 
opening balance)644 / Average number of employees based on end-
of-the-month data605 / 12 × 1000

Table 4. Theory-Driven Predictors
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Descriptive statistics for the theory-driven predictors are presented in Appendix B (Table B1).

Data-Driven Predictors

In the second stage, we generate a set of data-driven predictors. One new predictor variable is calcu-
lated from each pair of 391 items available from the complete set of financial reports (i.e. balance sheet, 
income statement, cash flow statement, statement of changes in equity, and statistical annex) by division. 
After discarding redundant variables (reciprocals) and constants (variables divided by themselves), 
the procedure yields 76,245 predictors which, when combined with the original 391 items, add up to a 
total of 76,636 predictors. Since the calculation of features often involves a division, where the value of 
the denominator (a numeric item from financial statements) is 0, the resulting values include positive 
and negative infinite values. This problem is common in calculating theory-driven financial metrics, 
but is even more pronounced in the case of data-driven features. The positive and the negative infinite 
values are replaced with the maximum and minimum observed values within the matching predic-
tor. Furthermore, all the predictors with little or no variation (less than 95 percent unique values) are 
discarded. After applying the described procedure, 1,515 data-driven predictors remain in the data set.

The combined data set, which includes both theory- and data-driven predictors, comprises a total 
of 1,546 potentially relevant predictors. 

Predictive Models

We build twelve predictive models. All the predictors are preprocessed using standardization 
(centering and scaling). To facilitate a fair comparison of predictive performance, all the models that 
need tuning are tuned in a consistent way, using 10-fold cross-validation and Area under the receiver 
operating characteristic curve (AUROC) as the performance metric. The complete preprocessing, 
model fitting and tuning, as well as comparative analysis of predictive performance are carried using 
R’s ‘caret’ package (Kuhn, 2017).9 The information on the predictive models used, including software 
implementation which is used and the parameters that need to be tuned, are presented in Table 5. 

Method Software Implementation Tuning Parameters

C5.0 R’s package ‘C50’  
(Kuhn and Ross, 2017)

trials (the number of boosting iterations)
model (logical: should the tree be decomposed 

into a rule-based model?)
winnow (logical: should feature selection be 

used?)

Random Forest R’s package ‘randomForest’ (Liaw 
and Wiener, 2002)

mtry (number of variables randomly sampled as 
candidates at each split)

Regularized Ran-
dom Forest

R’s package ‘RRF’ (Deng, 2013; 
Deng and Runger, 2012, 2013)

mtry (number of variables randomly sampled as 
candidates at each split) 

coefReg (the coefficient(s) of regularization) 
coefImp (importance coefficient)

9	 Only the training data set is used for model tuning. The data are preprocessed separately for tuning and evaluation. Each 
model is tuned for the two training sets separately.
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Stochastic Gradient 
Boosting

R’s package ‘gbm’ 
(Ridgeway, 2017)

n.trees (number of trees used in the prediction)
interaction.depth (the maximum depth of vari-

able interactions) 
shrinkage (a shrinkage parameter applied to each 

tree in the expansion) 
n.minobsinnode (minimum number of observa-

tions in the trees terminal nodes)

Extreme Gradient 
Boosting

R’s package ‘xgboost’  
(Chen et al., 2017)

nrounds (the max number of iterations)
max_depth (maximum depth of a tree)

eta (the learning rate)
gamma (minimum loss reduction required to 

make a further partition on a leaf node of the tree) 
colsample_bytree (subsample ratio of columns 

when constructing each tree)
min_child_weight (minimum sum of instance 

weight [hessian] needed in a child)
subsample (subsample ratio of the training instance)

K-Nearest
Neighbors

R’s package ‘class’ (Venables and 
Ripley, 2002) k (number of neighbors considered)

Multilayer  
Perceptron

R’s package ‘RSNNS’ (Bergmeir 
and Benitez, 2012) size (number of units in the hidden layer(s))

Support Vector 
Machine with  
Radial Basis  

Function Kernel

R’s package ‘kernlab’ (Karatzo-
glou et al., 2004)

sigma (inverse kernel width)
C (cost of constraints violation)

Linear Discriminant 
Analysis

R’s package ‘MASS’ (Venables 
and Ripley, 2002) None

Logistic Regression R’s package ‘stats’ (R Core Team, 
2017) None

Probit Regression R’s package ‘stats’ (R Core Team, 
2017) None

Mixed-Effects  
Logistic Regression

R’s package ‘brms’ (Bürkner, 
2017) None

Table 5. Information on the Predictive Models

Seven of the twelve listed models –  namely, C5.0, k-nearest neighbors, multilayer perceptron, sup-
port vector machine, linear discriminant analysis, logistic regression, and probit regression — have 
been used for the task of predicting the type of audit opinion in prior studies, while the remaining five 
— random forest, regularized random forest, stochastic gradient boosting, extreme gradient boosting, 
and mixed-effects logistic regression — are new to this stream of literature. 

We briefly explain the rationale for using mixed-effects logistic regression as a predictive model 
in this study. Firstly, using a mixed-effects logistic regression framework with the company- and 
auditor-specific effects included as random effects allows the prior information on client’s propensity 
to receive, and auditor’s propensity to issue, a modified opinion to be effectively accounted for when 
available, which is expected to result in a significant improvement in classification accuracy, especially 
in the out-of-time sample which comprises clients represented in the training sample. It also allows 
the model to provide predictions for instances with unseen (new) companies and auditors, which 
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would be problematic were logistic regression with fixed effects used instead. Mixed-effects logistic 
regression also demonstrated higher accuracy than fixed-effects logistic regression (the results of the 
fixed-effects models are discussed in the results section), indicating that regularization of the individual 
effects, conducted within the random-effect framework, improves model performance. The output of a 
preliminary variance components model (a model with no predictors included) indicates a significant 
variability in both company- and auditor-specific effects, justifying the described modeling choice.

The dichotomous dependent variable is modeled using Bernoulli distribution and the logit link 
function: 

                                                                where1Modified ~ Bernoulli ( ),
1 exp (- )ijt

ijtx+

1
it

k

ijt i j n n i jt
n

x u u Predictor eα β
=

×= + + + +∑

In the equation above, α is the population-level intercept, ui and uj are company- and auditor-
specific varying intercepts respectively, nβ is the regression coefficient with nth predictor, and i jte is the 
error term. The model has been fitted within the Bayesian framework, with priors on all fixed effects 
set to a Gaussian N(0,1) distribution. 

Model Validation Procedure

To assess the classification accuracy of the described predictive models, we employ a method similar 
to that described by Doumpos et al. (2005, p. 210). The combined data set is first split into two parts: 
a) the first set, comprising two thirds (66.66 percent) of the companies, randomly selected; and b) the
second set, comprising the remaining third (33.33 percent) of the companies in the sample. Next, the
first set is split into a training set, including the observations from the period 2010–2012, and an out-of-
time test set (OOT), which includes only the observations from the year 2013. Lastly, the observations
from the second set from the year 2013 are used to form the out-of-sample and out-of-time test set
(OOS and OOT). The described sub-setting procedure is illustrated in Figure 1.

Figure 1. Sub-Setting the Data
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Using model validation terminology, both test sets are out-of-time, meaning that they comprise 
only the observations from later periods than those represented in the training set. The purpose of the 
out-of-time (or temporal) validation is to emulate the typical situation that occurs in practice. That 
is to say, classification models are trained on historical data yet need to be applied in a new reporting 
period, which may be different from the observed periods in multiples respects, such as typical levels 
of financial metrics (economic cycles), firms’ propensities for earnings manipulation, new accounting 
or auditing standards and regulations, new techniques and patterns of earnings manipulation, etc. In 
contrast to that, using the whole data set to train the classification models and employing a standard 
cross-validation procedure to assess their accuracy would result in overly optimistic estimates of accu-
racy, as the classification models would be allowed to learn from the information presented in financial 
and audit reports from the current reporting period, and those reports are typically not available at the 
beginning of a new audit season. 

While being out-of-time, the first test set comprises the same companies that are represented in the 
training set. As having historical data on the client (auditor reports and financial metrics from previous 
periods) is a significant advantage that can be efficiently used by some models to achieve improved 
classification accuracy, that test set is employed for assessing the expected model classification accuracy 
in the setting when auditor reports and financial metrics from previous periods for the client under 
consideration are available. 

On the other hand, in addition to being out-of-time, the second test set is also out-of-sample, in 
the sense that it exclusively comprises the observations from companies that are not represented in 
the training set. Consequently, this test set is used to assess the expected classification accuracy of the 
models in the upcoming periods in the setting when no prior information on the client is available 
(e.g. a newly established company). 

Both scenarios described above occur in real life, and since classification accuracies are expected 
to differ significantly between the two, it is valuable to have a realistic assessment of the expected clas-
sification accuracy for both. 

RESULTS

Comparative Analysis of the Predictive Performance of the Individual Models

Table 6 summarizes the comparative performance of all the twelve predictive models in both test 
sets. Because of the differential baseline (no information) rates in the two test samples (0.6704 vs. 
0.6413), in addition to classification accuracy at 50% cut-off, for each predictive model, we report the 
values of Cohen’s Kappa (a chance-corrected measure of proportion agreement; for details, see Cohen, 
1960) with the corresponding 95% confidence intervals at 50% cut-off, and the AUROC metric that 
summarizes overall model performance over all possible cut-offs. For performance comparison, we 
primarily rely on AUROC.
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The first thing to be noted is that classification performance indeed differs meaningfully between 
the two scenarios. Regardless of the technique being used, it is easier to achieve better performance in 
the out-of-time than in the out-of-sample and out-of-time test set. Even the machine learning tech-
niques, which do not explicitly account for the systematic effects present in the data, achieve better 
performance in the out-of-time test set than in the out-of-sample and out-of-time test set, which can 
primarily be attributed to overfitting. 

Another key insight is that the comparative performance of classifiers depends heavily on the avail-
ability of prior information. When prior information is available, mixed-effects logistic regression ef-
fectively accounts for it, providing the most accurate predictions. In the absence of prior information, 
the machine learning algorithms — particularly the tree-based ones such as random forest, regularized 
random forest, gradient boosting machine, and C5.0 — provide more accurate predictions by making 
relatively better use of predictors. 

We proceed to examine the significance of the improvements produced by the addition of data-
driven predictors. While statistical techniques, which are not designed to handle such a large number 
of predictors, report problems with model convergence, the machine learning algorithms, particularly 
the tree-based ones, seem to use the abundance of data-driven predictors effectively to achieve better 
classification performance. To compare the performance of the machine learning models using theory-
driven predictors with the corresponding models using both theory- and data-driven predictors, we use 
one-tailed bootstrap tests.10 According to the bootstrap test, the addition of the data-driven predictors 
gives significant improvement in predictive performance for all the machine learning models except for 
multilayer perceptron where out-of-time prediction is concerned. The finding that the use of data-driven 
predictors improves the performance of machine learning algorithms for out-of-time prediction indicates 
that data-driven predictors can add value in the process of classification. Predictor importance metrics, 
obtained from the random forest algorithm, confirm the relevance of data-driven predictors. The following 
lists the ten most important predictors as per the mean-decrease-in-Gini (or Gini importance) criterion: 

1. Cash inflow from operating activities / Long-term provisions and liabilities.
2. Liabilities for contributions on salaries and wages paid by the employee (credit turnover without

opening balance) / Salaries, salary compensations, and other benefits to employees.
3. Total cash outflow / Current liabilities.
4. Total cash outflow / Long-term provisions and liabilities.
5. Total cash inflow / Long-term provisions and liabilities.
6. Operating revenue / Current liabilities.
7. Net result.
8. Total cash inflow / Current liabilities.
9. Sales and prepayments / Long-term provisions and liabilities.

10. Cash outflow from operating activities / Long-term provisions and liabilities.
The fact that only one theory-driven predictor is among the top ten most important predictors (i.e.

net result, ranking seventh) confirms our belief that the theory-driven predictors commonly used in the 
literature, such as current ratio, quick ratio, conversion cycles, and debt ratio, are not the most relevant 
predictors of auditor qualifications and that the data provided in the full set of financial statements can 
be better used to achieve improved predictive performance. 
10	 Comparison using the DeLong test (DeLong et al., 1988) of AUCs for nested models developed and validated on the same 

data is problematic and often leads to overly conservative results (Demler et al., 2012).
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On the other hand, for out-of-sample and out-of-time predictions, using data-driven predictors 
improves performance for only the regularized random forest model, worsens the performance of the 
extreme gradient boosting model, and does not seem to affect the performance of the remaining models.

To conclude, where individual predictive models are concerned, mixed-effects logistic regression is 
the most effective technique for making out-of-time predictions, whereas other methods — primarily 
the tree-based machine learning algorithms such as random forest, regularized random forest, gradient 
boosting machine, and C5.0 — achieve the most accurate out-of-sample and out-of-time predictions.11 
While the addition of data-driven predictors is shown to be advantageous for some models for out-
of-time prediction, for the best performing models listed above the addition of data-driven predictors 
is either unfeasible (mixed-effects logistic regression) or does not result in a statistically significant 
improvement of the predictive performance (machine learning algorithms). Therefore, these models 
should be trained using theory-driven predictors only. 

Hybrid Models

In view of the finding that machine learning and statistical techniques have their own advantages 
with regard to predicting the type of audit opinion, we proceeded to specify two hybrid models aimed 
at combining the respective strengths of the two approaches within a single predictive model.

Stacked Ensemble

The first hybrid model is a stacked ensemble, aimed at achieving the highest possible predictive 
performance. According to the standard procedure for building ensemble learners, a meta-learner is 
fitted using the out-of-bag predicted class probabilities estimated by seven different machine learning 
algorithms and consequently used to generate predictions in the two test sets. Nevertheless, besides 
using a regular logistic regression as a meta-learner, we used a mixed-effects logistic regression, which 
is expected to better optimize the values of the parameters in view of the panel structure of the data. 

The modified version of the stacked ensemble is of the specification: 

1 2 3 4

5 6 7

.50ijt i j it it it it

it it it ijt

x u u C prob RF prob RRF prob GBM prob
XGBOOST prob KNN prob MLP prob e
α β β β β

β β β

= + + + × + × + × + ×

+ × + × + × +

The comparative predictive performance of stacked ensembles using regular logistic regression and 
mixed-effects logistic regression is presented in Table 7. The complete output of the hybrid models is 
presented in Appendix D. 

11	  This claim is supported by the results of the principal component analysis presented in Appendix E (see Table E3). 
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With Theory-Driven Predictors With Theory- and Data-Driven Predictors

Out-of-Time
(No information 

rate: 0.6704)

Out-of-Sample and 
Out-of-Time

(No information 
rate: 0.6413)

Out-of-Time
(No information 

rate: 0.6704)

Out-of-Sample and 
Out-of-Time

(No information 
rate: 0.6413)

Model Kappa 
(95%CI)

Accuracy 
at 50% 

cut-off / 
Area 

under the 
curve

Kappa 
(95%CI)

Accuracy 
at 50% 

cut-off / 
Area 

under the 
curve

Kappa 
(95%CI)

Accuracy 
at 50% 

cut-off / 
Area 

under the 
curve

Kappa 
(95%CI)

Accuracy 
at 50% 

cut-off / 
Area 

under the 
curve

Stacked 
Ensemble 

with Logistic 
Regression as 
Meta-Learner

0.4556
(0.4119–
0.4993)

0.7821 / 
0.8207

0.3725
(0.3091–
0.4359)

0.7390 / 
0.7692

0.5538
(0.5142–
0.5934)

0.8144 / 
0.8628

0.3867
(0.3251–
0.4485)

0.7371 / 
0.7772

Stacked 
Ensemble 

with Mixed-
Effects Logistic 
Regression as 
Meta-Learner

0.6060
(0.5684–
0.6435)

0.8350 / 
0.8872

0.3910
(0.3284–
0.4536)

0.7455 / 
0.7858

0.6134
(0.5767–
0.6502)

0.8340 / 
0.8925

0.4340
(0.3744–
0.4934)

0.7540 / 
0.7975

Table 7. Performance of Stacked Ensembles

The results indicate that the stacked ensemble that uses the mixed-effects logistic regression model 
as the meta-learner may achieve classification performance better than any individual classifier in both 
test samples (the difference is statistically tested later in this study). This supports the view that in order 
to achieve the best predictive performance, strong points of both machine learning and statistical tools 
need to be fully employed in a single predictive model. For this model, the use of data-driven predictors 
appears to be advantageous, as it leads to slight improvements in classification performance, significant 
at α = 0.1, for both out-of-time prediction and out-of-sample and out-of-time prediction (one-tailed 
bootstrap test reported p-values of 0.06126 and 0.08471, respectively).

Combining Feature-Selection Capabilities of Tree-Based Models with Mixed-Effects 
Logistic Regression

Despite achieving a high predictive performance, it can be argued that the models presented so 
far lack interpretability. Since some researchers and practitioners interested in predicting the type of 
audit opinion may be willing to trade some of the accuracy for improved interpretability, our second 
hybrid modeling strategy was aimed at optimizing the interpretability/accuracy trade-off rather than 
maximizing predictive accuracy. To achieve a good interpretability/accuracy trade-off, we have com-
bined the feature extraction capabilities of the tree-based classification algorithms with the capability 
of accounting for the systematic (auditor- and company-specific) effects inherent in mixed-effects 
logistic regression. Firstly, in consideration of the typological redundancy in the composition of the 
most important data-driven predictors, as indicated earlier by random forest’s predictor importance 
metric, we have employed the guided regularized random forest (GRRF) algorithm developed by Deng 
and Runger (2012) to extract a non-redundant set of classification rules. In the GRRF algorithm, the 
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relative importance of each predictor is initially assessed using the ordinary random forest algorithm. 
The variable importance metric is subsequently used to guide the feature selection process (hence the 
term ‘guided’) in the regularized random forest algorithm (Deng and Runger, 2012). The product of 
this procedure is a compact and non-redundant set of highly interpretable classification rules, presented 
in Table 8. R’s RRF package (Deng, 2013) has been used to build RF and GRRF classifiers; the inTrees 
(Deng, 2014) package has been used for the extraction of the classification rules.

Rule 
No. Rule Specification Modified 

Opinion
Rule  

Interpretation

1 Total cash inflow / Long-term provisions and liabilities > 1.2687 No Solvency

2

Liabilities for contributions on salaries and wages paid by the em-
ployee (credit turnover without opening balance) / Salaries, salary 
compensations, and other benefits to employees (cash outflows) ≤ 

0.1558

No Liquidity

3 Operating revenue / Current liabilities > 2.0425 No Liquidity

4 Total cash inflow / Long-term provisions and liabilities ≤ 0.4124 Yes Solvency

Table 8. The Data-Driven GRRF Classification Rules

Descriptive statistics for the variables used in the GRRF rules are presented in Appendix B (Table B2). 
These four classification rules can be further combined with other predictive techniques without 

any loss of interpretability. To optimize the weights assigned to the classification rules with regard to 
the panel structure of the data, we included the rules in the form of the following dummy variables 
into a mixed-effects logistic regression:

Total cash in flow
GRRF rule1 0 1.2687

Long-term provision and liabilities
1,

it
it

it

if

otherwise

 
 
 = > 
 
  

    Liabilities for contributions on salaries and wages paid by the employee 
(credit turnover without opening balance)

GRRF rule2 0
Salaries, salary compensations and oth

it
it if= 0.1558

er benefits to employees (cash outflows)
0,

it

otherwise

 
 
 ≤ 
 
  

Operating revenue
0 2.0425

Current liabilitiesGRRF rule3
1, 

it

itit

if

otherwise

 > =  
 
 

Total cash inflow
1 0.4124

Long-term provisions and liabilitiesGRRF rule4
0, 

it

itit

if

otherwise

 ≤ =  
 
 
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This resulted in a model of the following specification:

1 2 3 41 2 3 4ijt i j it it it it ijtx u u GRRF rule GRRF rule GRRF rule GRRF rule eα β β β β= + + + × + × + × + × +

Since the dummy variables are coded in such a way that the rule-based classification outcomes in-
dicating an increased risk of a modified opinion are assigned the code 1, and the outcomes indicating 
a lower risk of a modified opinion are assigned the code 0, all the regression coefficients are positive, 
and their exponentiated values indicate an increase in the odds of receiving a modified audit opinion 
associated with the unfavorable outcomes of the corresponding classification rules. The regression 
coefficients are presented in Table 9. 

Model Parameters Estimate Std. error z value Pr(>|z|)

Mixed-effects Logistic  
Regression with Outcomes on 
the GRRF Classification Rules 

Included as Predictors

Intercept -2.8638 0.2437 -11.752 < 2e-16 ***

Rule 1 1.2357 0.1718 7.191 6.45e-13 ***

Rule 2 1.1177 0.1350 8.279 < 2e-16 ***

Rule 3 1.2894 0.1518 8.492 < 2e-16 ***

Rule 4 1.3942 0.2169 6.428 1.29e-10 ***

Table 9. Summary of M-ELR with Outcomes on the GRRF Rules Included as Dummy-Coded Predictors

The results of this model demonstrate that the client’s poor solvency and poor liquidity are the main 
indicators of an increased risk of receiving a modified opinion. 

Poor solvency of the client, as indicated by a low value (less than or equal to 1.27) of the ratio of total 
cash inflow to long-term provisions and liabilities, increases the odds of receiving a modified opinion 
3.44 times. A further drop in the value of this ratio (to less than or equal to 0.41) implies an additional 
four-fold (4.03) increase in the odds of receiving a modified opinion. 

The ratio of yearly credit turnover of the account liabilities for contributions on salaries and wages 
paid by the employee to total yearly cash outflows for salaries, salary compensations, and other benefits 
to employees is identified as highly indicative of the client’s liquidity. Specifically, when the value of this 
ratio rises to more than 0.16 — which is roughly the proportion of the said contributions in the total 
salary costs — this indicates that salaries are being calculated but not regularly paid out to employees, 
leading to a three-fold increase in the odds of the client receiving a modified opinion. Another sign 
of the client’s impaired liquidity is the ratio of operating revenue to current liabilities dropping below 
2.04, which is associated with a 3.63-fold increase in the odds. Predictive performance of this model 
is presented in Table 10.
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Out-of-Time
(No information rate: 0.6704)

Out-of-Sample and 
Out-of-Time

(No information rate: 
0.6413)

Model Kappa 
(95%CI)

Accuracy at 
50% cut-off / 

Area under the 
curve

Kappa 
(95%CI)

Accuracy at 
50% cut-off / 

Area under the 
curve

Mixed-Effects Logistic Regression 
with Data-Driven Predictors  
Selected by GRRF Algorithm

0.5961
(0.5586–
0.6336)

0.8275 / 
0.8702

0.3092
(0.2442–
0.3743)

0.7108 / 
0.7126

Table 10. Performance of Mixed-Effects Logistic Regression with Predictors Defined by GRRF Algorithm

The results indicate that where out-of-time predictions are concerned, a good trade-off can be 
achieved, since mixed-effects logistic regression, which used only four data-driven predictors defined 
by the GRRF algorithm, was only slightly less precise (0.8702 vs. 0.8818) than the mixed-effects logis-
tic regression that used 31 theory-driven covariates. Even trading the added precision of the stacked 
ensemble with mixed-effects logistic regression as a meta-learner (0.8702 vs. 0.8925), for the parsi-
mony and the unmatched interpretability of the second hybrid model, may be justified in some cases. 
Another noteworthy advantage of the hybrid model is that it converges rapidly without preprocessing 
(standardizing) the predictors. 

In contrast, achieving a good model interpretability while maintaining good performance is much 
more difficult where out-of-sample and out-of-time predictions are concerned, because in this case 
models cannot rely on the use of prior information but can achieve good performance only by effectively 
modeling the complex relationships present in the data. Consequently, the added interpretability of 
the second hybrid model does not compensate for the drop in predictive performance in the out-of-
sample and out-of-time test set. 

Summary of the Relative Performance of the Predictive Models

To formally test the differences in the observed performance of the predictive models presented 
in this study, we perform pairwise comparisons of the AUROC values using the method described by 
DeLong et al. (1988) for all models developed using the same predictors and tested on the same test 
sets (results shown in Appendix C). As a brief summary of the relative performance of the predictive 
models, we list the best few performing models (according to the value of the AUROC metric, based 
on the DeLong test for differences in AUROC) in Table 11. 
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With Theory-Driven Predictors With Theory- and Data-Driven Predictors

Out-of-Time Out-of-Sample and 
Out-of-Time Out-of-Time Out-of-Sample and 

Out-of-Time

Models for which 
the predictive 

performance is 
not statistically 

significantly lower 
(α = 0.05) than that 
of any other model 
with the same pre-
dictors and for the 
same test sample

1. Stacked Ensemble
with Mixed-Ef-
fects Logistic Re-
gression as Meta-
Learner

2. Mixed-Effects Lo-
gistic Regression

1. Stacked Ensemble
with Mixed-Ef-
fects Logistic Re-
gression as Meta-
Learner

2. Random Forest
3. Gradient Boosting

Machine
4. C5.0
5. Extreme Gradient

Boosting
6. Regularized Ran-

dom Forest
7. Probit Regression
8. Logistic Regression
9. Linear Discrimi-

nant Analysis

1. Stacked Ensemble
with Mixed-Effects 
Logistic Regression 
as Meta-Learner

1. Stacked Ensemble
with Mixed-Effects 
Logistic Regression 
as Meta-Learner

2. Regularized Random
Forest

3. Random Forest
4. Gradient Boosting

Machine

Table 11. The Best Performing Models According to the AUROC Statistic by Type of Predictors Used and by Test Set

The results clearly indicate that the stacked ensemble with mixed-effects logistic regression as 
meta-learner is the predictive model with the best overall performance in both test sets, regardless of 
the predictors used. As stated earlier, for this model, the use of data-driven predictors leads to slight 
improvements in classification performance, significant at α = 0.1, for both out-of-time prediction and 
out-of-sample and out-of-time prediction.

Alternative Modeling Strategies Considered in This Study 

Alternative modeling options that have been considered in our study are:
a) Modeling the systematic effects of clients and auditors as fixed rather than random, in a logistic

regression model;12

b) Inclusion of dummy variables for identification of auditor firms, aimed at helping methods other
than mixed-effects logistic regression to model the related systematic effects;

c) Use of principal components extracted from the complete set of theory- and data-driven covariates
as predictors in the models, and

d) Informing methods other than mixed-effects logistic regression on prior audit opinions for the client
using lagged variables (applicable only for OOT prediction).
The results of the three above-listed modeling options are shown in Appendix E. The first and the

third options did not result in an improved performance as measured by the AUROC metric. The 
second option improved the predictive performance of certain machine learning methods (namely, 

12	 A model with fixed effects for both companies and auditors was fitted and used for OOT prediction, whereas a model with 
fixed effect only for auditors was fitted and used for OOS and OOT prediction). To make the prediction viable, we had to 
remove the auditors that were not present in the training sample from the test samples, which resulted in a reduced sample 
size (a reduction from 2,139 to 1,951 observations in OOT and from 1,065 to 976 observations in OOS and OOT). 
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C5.0, random forest and regularized random forest) for OOT prediction, but not to a significant degree; 
anyhow, this also seems to lead to severe overfitting problems in other methods (gradient boosting 
machine, K-nearest neighbors, and multilayer perceptron); moreover, it renders prediction unfeasible 
for the remaining methods (extreme gradient boosting, support vector machine, and linear discrimi-
nant analysis) when the auditor identification dummies from the training set that have become part of 
the classification rules are missing in the test set. For these reasons, none of the first three alternative 
modeling options seems to be advantageous for achieving an improved classification performance.

The fourth modeling option has been shown to significantly improve the predictive performance 
of the models other than mixed-effects logistic regression but has not been included in our primary 
analysis since it is known to introduce bias in models. As the circumstance that the predictive models, 
other than MELR, has not provided information on prior audit opinions, is an important aspect of 
our study that needs to be carefully considered when interpreting the results presented in our primary 
analysis, we will briefly explain why this was the case, how this circumstance affected the compara-
tive performance of the predictive models presented so far in the study, and how this methodological 
limitation can be overcome in future studies. 

First, it should be noted that the first 11 algorithms listed in Table 5 were trained using theory- and 
data-driven variables, as described and listed in sections 3.2.1. and 3.2.2; on the other hand, however, 
the MELR models (as implied by the model specification presented in section 3.3) were trained using 
the same sets of variables along with a set of dummy variables identifying auditors and companies. The 
main reason for the use of different sets of predictors is the fact that the original data set is unbalanced. 
Namely, when the data set is unbalanced, MELR incorporates the prior information by modeling the 
client-specific systematic effects based on the identifier variables. Informing algorithms other than 
MELR of prior opinions is, nonetheless, not trivial; technically, this can be achieved via the inclusion 
of dummy identifiers for auditors and companies among the predictors. This method does not result 
in an improved classification performance since the algorithms other than MELR are either incapable 
of taking advantage of a large number of predictors that carry information pertaining to a tiny subset 
of the sample (i.e. tree-based algorithms may either omit the dummy identifiers from the rules and lose 
valuable information, or include them in the rules in an unregularized manner, resulting in overfitting) 
in the case of machine learning algorithms, or are incapable of handling such a large number of predic-
tors in general, in the case of statistical tools. One alternative method for informing the algorithms on 
the prior audit opinions is the inclusion of two lagged variables (i.e. Modified_t-1 and Modified_t-2) 
among the predictors. Due to the unbalanced structure of the dataset, however, the inclusion of the 
lagged variables results in numerous missing observations for these variables.13 Moreover, the observa-
tions on the lagged variables are not missing completely at random (MCAR), but are rather missing at 
random (MAR), meaning that the propensity for an observation to be missing is related to the observed 
data (e.g. the propensity of the client not having prior opinions available for both preceding years is 
related to the size of the client, as measured by their revenue and total assets, because the client’s size is 
an important criterion for determining whether the external audit is obligatory for the client). The MAR 
pattern of missingness has implications for the modeling options. Namely, whilst the MELR analysis 
is robust and fully functional under the MAR assumption of missingness, providing unbiased results 

13	 Specifically, without considering the lagged variables, there are 6,950 complete observations (4,743 unmodified and 2,207 
modified opinions) in the training set. After adding the first lagged variable (Modified_t-1), 4,077 complete observations 
(2,896 unmodified, 1,181 modified and 2,873 missing values) are left in the training set. After adding the second lagged 
variable (Modified_t-2), 1,779 observations (1,311 unmodified, 468 modified and 5,171 missing values) remain in the 
training set. The size of the OOT test set reduces as well – from 6,248 to 3,124 observations.
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(Baayen et al., 2008; Gibbons et al., 2010, p. 1) due to the implicit imputation that internally takes place 
in these types of models (Ashbeck and Bell, 2016, p. 7), the remaining algorithms considered in our 
research require the use of specific procedures for dealing with missing data before becoming functional. 
The methods commonly proposed in the literature are complete-case analysis, the missing-indicator 
method, and the missing data imputation method. Even though these methods make the algorithms 
functional, most of them, when applied to MAR data, result in the decreased efficiency of the analysis 
and/or biased predictive models. Complete-case analysis decreases the sample size considerably, thus 
reducing the efficiency of the analysis, and has been shown to introduce bias when data is not MCAR 
(see e.g. Pedersen et al., 2017, p. 159; Schafer and Graham, 2002, pp. 155–162). Furthermore, the re-
sulting model is not applicable for predictions in cases where prior data are incomplete (where either 
Modified_t-1 or Modified_t-2 are missing). Similarly, the missing-indicator and single imputation 
methods are both expected to introduce bias in the presence of MAR patterns (see e.g. Pedersen et al., 
2017, p. 159; Schafer and Graham, 2002, pp. 155–162). 

Table 12 shows the predictive accuracies of the models for OOT prediction when lagged variables 
are added to the set of predictors and the three aforementioned methods for dealing with missing data 
are employed. 



EJAE 2019  16 (2)  1-58
STANIŠIĆ, N., RADOJEVIĆ,T., STANIĆ, N.  PREDICTING THE TYPE OF AUDITOR OPINION: STATISTICS, MACHINE LEARNING, OR A COMBINATION OF 

THE TWO?

27

W
ith

 Th
eo

ry
-D

ri
ve

n 
Pr

ed
ic

to
rs

W
ith

 Th
eo

ry
- a

nd
 D

at
a-

D
ri

ve
n 

Pr
ed

ic
to

rs

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
66

65
)

C
om

pl
et

e c
as

e a
na

ly
si

s

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
67

04
)

M
is

si
ng

-in
di

ca
to

r 
m

et
ho

d

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
67

04
)

Si
ng

le
 K

N
N

 im
pu

ta
-

tio
n

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
66

65
)

C
om

pl
et

e c
as

e a
na

ly
si

s

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
67

04
)

M
is

si
ng

-in
di

ca
to

r 
m

et
ho

d

O
ut

-o
f-

Ti
m

e
(N

o 
in

fo
rm

at
io

n 
ra

te
: 

0.
67

04
)

Si
ng

le
 K

N
N

 im
pu

ta
-

tio
n

M
od

el
K

ap
pa

 
(9

5%
C

I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

K
ap

pa
 

(9
5%

C
I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

K
ap

pa
 

(9
5%

C
I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

K
ap

pa
 

(9
5%

C
I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

K
ap

pa
 

(9
5%

C
I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

K
ap

pa
 

(9
5%

C
I)

A
cc

ur
ac

y 
at

 5
0%

 
cu

t-
off

 / 
A

re
a 

un
de

r t
he

 
cu

rv
e

C
5.

0
0.

67
34

(0
.6

37
0-

 
0.

70
99

)

0.
85

90
 /

0.
88

94

0.
66

81
(0

.6
33

7-
 

0.
70

26
)

0.
85

69
 /

0.
88

48

0.
66

04
(0

.6
25

6-
 

0.
69

52
)

0.
85

41
 /

0.
89

08

0.
68

36
(0

.6
47

6 
- 

0.
71

95
)

0.
86

33
 /

0.
88

48

0.
67

11
(0

.6
37

0 
- 

0.
70

51
)

0.
85

65
 /

0.
88

99

0.
67

20
(0

.6
37

9 
- 

0.
70

61
)

0.
85

74
 /

0.
89

42

Ra
nd

om
 F

or
es

t
0.

65
02

(0
.6

12
4 

- 
0.

68
80

)

0.
85

11
 /

0.
90

09

0.
67

15
(0

.6
37

4-
 

0.
70

57
)

0.
85

74
 /

0.
88

84

0.
65

46
(0

.6
19

3-
 

0.
68

99
)

0.
85

32
 /

0.
89

53

0.
68

05
(0

.6
44

5 
- 

0.
71

66
)

0.
86

17
 /

0.
88

84

0.
53

76
(0

.4
96

6 
- 

0.
57

86
)

0.
81

39
 /

0.
87

82

0.
58

14
(0

.5
42

7-
 

0.
62

01
)

0.
82

66
 /

0.
89

14

Re
gu

la
riz

ed
 R

an
do

m
 

Fo
re

st

0.
68

59
(0

.6
50

2 
- 

0.
72

17
)

0.
86

38
 /

0.
89

41

0.
66

50
(0

.6
30

6-
 

0.
69

95
)

0.
85

51
 /

0.
88

69

0.
66

84
(0

.6
34

1-
 

0.
70

27
)

0.
85

60
 /

0.
89

16

0.
67

15
(0

.6
35

1 
- 

0.
70

79
)

0.
85

74
 /

0.
89

09

0.
65

95
(0

.6
24

8 
- 

0.
69

42
)

0.
85

27
 /

0.
89

34

0.
66

06
(0

.6
26

1-
 

0.
69

51
)

0.
85

18
 /

0.
89

44

G
ra

di
en

t B
oo

st
in

g 
M

ac
hi

ne

0.
68

29
(0

.6
47

0 
- 

0.
71

88
)

0.
86

22
 /

0.
89

58

0.
66

60
(0

.6
31

5-
 

0.
70

05
)

0.
85

60
 /

0.
89

23

0.
66

55
(0

.6
31

1-
 

0.
70

00
)

0.
85

51
 /

0.
89

77

0.
68

73
(0

.6
51

6 
- 

0.
72

30
)

0.
86

44
 /

0.
89

10

0.
65

82
(0

.6
23

5 
- 

0.
69

28
)

0.
85

13
 /

0.
89

29

0.
67

98
(0

.6
46

3-
 

0.
71

34
)

0.
85

93
 /

0.
89

45

Ex
tr

em
e G

ra
di

en
t 

Bo
os

tin
g

0.
68

44
(0

.6
48

5 
- 

0.
72

03
)

0.
86

38
 /

0.
88

73

0.
65

53
(0

.6
20

3-
 

0.
69

03
)

0.
85

18
 /

0.
89

09

0.
65

92
(0

.6
24

3-
 

0.
69

41
)

0.
85

37
 /

0.
89

47

0.
67

86
(0

.6
42

5 
- 

0.
71

47
)

0.
86

06
 /

0.
88

72

0.
65

20
(0

.6
16

9 
- 

0.
68

71
)

0.
84

99
 /

0.
89

41

0.
66

79
(0

.6
33

6-
 

0.
70

23
)

0.
85

60
 /

0.
89

55

K
-N

ea
re

st
 N

ei
gh

bo
rs

0.
67

47
(0

.6
38

5 
- 

0.
71

10
)

0.
85

85
 /

0.
88

24

0.
63

64
(0

.6
00

7-
 

0.
67

21
)

0.
84

29
 /

0.
86

26

0.
64

37
(0

.6
08

3-
 

0.
67

91
)

0.
84

57
 /

0.
87

28

0.
40

15
(0

.3
52

9 
- 

0.
45

02
)

0.
76

38
 /

0.
80

38

0.
33

85
(0

.2
90

8 
- 

0.
38

61
)

0.
74

29
 /

0.
78

45

0.
39

58
(0

.3
49

7-
 

0.
44

19
)

0.
76

44
 /

0.
81

27

M
ul

til
ay

er
 P

er
ce

pt
ro

n
0.

67
87

(0
.6

42
9 

- 
0.

71
46

)

0.
85

90
 /

0.
89

09

0.
66

00
(0

.6
25

4-
 

0.
69

47
)

0.
85

27
 /

0.
88

44

0.
62

97
(0

.5
93

5-
 

0.
66

60
)

0.
84

24
 /

0.
89

12

0.
58

32
(0

.5
43

2 
- 

0.
62

31
)

0.
81

81
 /

0.
85

46

0.
29

15
(0

.2
41

2 
- 

0.
34

18
)

0.
73

73
 /

0.
79

23

0.
54

80
(0

.5
08

2-
 

0.
58

78
)

0.
81

21
 /

0.
87

18



EJAE 2019  16 (2)  1-58
STANIŠIĆ, N., RADOJEVIĆ,T., STANIĆ, N.  PREDICTING THE TYPE OF AUDITOR OPINION: STATISTICS, MACHINE LEARNING, OR A COMBINATION OF 
THE TWO?

28

Su
pp

or
t V

ec
to

r M
ac

hi
ne

0.
63

07
(0

.5
91

9 
- 

0.
66

96
)

0.
84

41
 /

0.
87

07

0.
60

81
(0

.5
70

7-
 

0.
64

54
)

0.
83

50
 /

0.
86

56

0.
65

29
(0

.6
17

8-
 

0.
68

80
)

0.
85

09
 /

0.
86

40

M
od

el
s d

id
 n

ot
 co

nv
er

ge
 b

ec
au

se
 o

f t
he

 la
rg

e n
um

be
r o

f p
re

di
ct

or
s

Li
ne

ar
 D

isc
rim

in
an

t 
A

na
ly

sis

0.
68

86
(0

.6
53

0 
- 

0.
72

43
)

0.
86

49
 /

0.
89

41

0.
29

45
(0

.2
44

1-
 

0.
34

49
)

0.
73

96
 /

0.
82

52

0.
67

27
(0

.6
38

7-
 

0.
70

68
)

0.
85

79
 /

0.
89

74

Lo
gi

st
ic

 R
eg

re
ss

io
n

0.
68

79
(0

.6
52

2 
- 

0.
72

36
)

0.
86

49
 /

0.
89

08

0.
31

15
(0

.2
61

6-
 

0.
36

14
)

0.
74

52
 /

0.
82

32

0.
67

37
(0

.6
39

6-
 

0.
70

78
)

0.
85

88
 /

0.
89

74

Pr
ob

it 
Re

gr
es

sio
n

0.
69

03
(0

.6
54

8 
- 

0.
72

59
)

0.
86

60
 /

0.
89

31

0.
30

56
(0

.2
55

5-
 

0.
35

58
)

0.
74

38
 /

0.
82

57

0.
67

13
(0

.6
37

1-
 

0.
70

55
)

0.
85

79
 /

0.
89

77

M
ix

ed
-E

ffe
ct

s L
og

ist
ic

 
Re

gr
es

sio
n

0.
65

27
(0

.6
15

0 
- 

0.
69

04
)

0.
85

21
 /

0.
88

58

0.
64

93
(0

.6
13

7 
- 

0.
68

50
)

0.
85

18
 /

0.
89

31

0.
62

09
(0

.5
83

8 
- 

0.
65

81
)

0.
84

24
 /

0.
89

40

Ta
bl

e 
12

. C
om

pa
ra

tiv
e 

Pr
ed

icti
ve

 P
er

fo
rm

an
ce

 o
f t

he
 T

w
el

ve
 P

re
di

cti
ve

 M
od

el
s f

or
 O

O
T 

Pr
ed

icti
on

 w
he

n 
Us

in
g 

La
gg

ed
 V

ar
ia

bl
es

 to
 In

fo
rm

 M
od

el
s o

n 
Pr

io
r A

ud
it 

O
pi

ni
on

s 
Al

on
g 

w
ith

 th
e 

M
et

ho
ds

 fo
r D

ea
lin

g 
w

ith
 M

iss
in

g 
O

bs
er

va
tio

ns



EJAE 2019  16 (2)  1-58
STANIŠIĆ, N., RADOJEVIĆ,T., STANIĆ, N.  PREDICTING THE TYPE OF AUDITOR OPINION: STATISTICS, MACHINE LEARNING, OR A COMBINATION OF 

THE TWO?

29

The results suggest that the classification accuracies for OOT prediction of most of the algorithms 
presented in this study, when ignoring (or being willing to accept for the sake of improved classifica-
tion accuracy) the likely adverse consequences of the methods used for dealing with missing data, are, 
in a statistical sense, comparable. 

The multiple imputation method that considers the systematic effects present in the data is, argu-
ably, the only methodologically sound approach to dealing with missing data in datasets such as the 
one analyzed in our study, and it can and should be employed to improve the predictive performance 
of all the models presented in this study, including MELR. As this modeling procedure was not vi-
able within the software used in the study, we identify our failing to employ this procedure as a major 
methodological limitation of the study and suggest that future research seriously consider this option.

CONCLUSIONS

Models for predicting the type of audit opinion have numerous applications in the field of finance. 
Both statistical and machine learning approaches have been used for this task in prior research, but 
for numerous reasons pointed out in this study, no definite conclusion can be drawn on their relative 
predictive performance based on the results reported therein. Moreover, no previous study has con-
sidered the option of combining the two approaches. To address these issues, we have conducted this 
study, making several important methodological contributions to this line of research.

Firstly, we have used a hand-collected data set comprising 13,561 pairs of annual financial statements 
and the corresponding audit reports, which is, to the best of our knowledge, the largest empirical data 
set ever used in this stream of research.

Secondly, we have exploited more fully the capability of machine learning algorithms to handle 
a large number of predictors. This option was largely overlooked in prior research, where predictor 
variables were either selected solely based on theory, or selected among a limited pool of conceivably 
relevant financial metrics by employing a statistical procedure (e.g. statistical significance test or back-
ward stepwise elimination). To make better use of machine learning algorithms, we have considered 
using all numeric items presented in financial statements, and the relations between them, as potentially 
relevant predictors. We have presented an innovative method for feature generation, which has gener-
ated a total of 76,636 predictors. That is by far the largest number of potential predictors considered in 
a single study. The use of data-driven predictors has been shown to improve predictive performance; 
in addition to that, it has resulted in gaining insights into new types of financial metrics that are highly 
relevant for predicting the type of audit opinion. These metrics combine the data from cash flow 
statements and income statements with the data from the balance sheet, which is innovative from the 
perspective of classical financial analysis. It should be noted that, since the relevance of these metrics 
is suggested by the empirical evidence, there is no supporting theory or prior literature available. The 
GRRF algorithm will identify different ratios as having discriminatory power in different countries and 
different periods. Based on the authors’ knowledge of the local economy, the metrics identified in this 
study, along with their corresponding thresholds, can be considered to be highly relevant as indicators 
of solvency and liquidity.

Thirdly, we have fully exploited the capacity of statistical techniques to account for the systematic 
effects present in the data, which has resulted in significant improvements in predictive performance 
over the statistical models used in prior studies. 
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Fourthly, we have compared the predictive performance of the models in two common and equally 
important real-life settings: when prior information on the client is available and when prior informa-
tion on the client is not available. This aspect of the research design, largely neglected in prior research, 
has allowed us to assess the differential predictive performance of the models in those two settings, 
which has proved to be crucial for understanding the potential for their use. The results have shown 
that machine learning techniques — primarily the tree-based machine learning algorithms such as RF, 
RRF, GBM, and C5.0 — are the most appropriate predictive models to use when prior information on 
the client is not available. On the other hand, for the clients on which prior information is obtainable, a 
properly specified mixed-effects logistic regression has been shown to yield the predictive performance 
equal to that yielded by the tree-based machine learning algorithms but with improved interpretabil-
ity and without introducing bias into the estimated probabilities. Importantly, these two approaches 
respectively have outperformed by a wide margin the machine learning and statistical classifiers used 
in prior research. 

Finally, to explore the possibility of combining the relative strengths of the two regular approaches, 
we have specified two innovative hybrid models. The stacked ensemble using mixed-effects logistic 
regression as a meta-learner has yielded predictive performance better than any individual classifier 
in both test samples, making it the most effective compound modeling strategy for predicting the type 
of audit opinion. The second hybrid modeling strategy has integrated the classification rules obtained 
from the GRRF algorithm into a structured panel model, resulting in a parsimonious, interpretable, 
and computationally easy to fit model that has achieved an excellent interpretability/accuracy trade-off 
in case of out-of-time predictions. 

The main conceptual takeaway from this study is that for the development of effective models for 
prediction of the type of auditor opinion, the strong points of both statistical and machine learning 
approaches should be used to the full extent and combined when possible. 

Regarding the practical applicability of this study, the procedure described herein can be thought of as 
a framework for developing and testing models for predicting auditor opinions globally. The procedure 
itself is described in enough detail to allow complete reproducibility. As regards the availability of data 
needed to employ this framework, both audit opinions, as the outcome variable, and financial reports, 
from which most predictors are extracted, are directly observable, easily obtainable, and have relatively 
consistent form globally. Therefore, the proposed framework can be applied in any country. Moreover, 
by taking advantage of the random-effects capability of mixed-effects logistic regression (specifically, by 
the inclusion of random intercepts and random effects by countries), the framework can appropriately 
handle empirical data coming from multiple countries. The models are highly modular in the sense 
that additional predictors can be seamlessly incorporated, based on their availability. Importantly, the 
models are applicable for predicting the type of audit opinion for both existing and new companies: 
owing to the random-effect capability, prior information on the client is used when available but is not 
necessary to get a risk assessment that is significantly better than the naive classification. 

All the predictive models developed in this study provide probabilistic classifications, which can be 
of great value during the stage of audit planning. Specifically, auditing firms can use different cut-offs 
based on their specific misclassification costs or choose cut-off points based on the preferred expected 
level of predictive accuracy within specific types of audit opinion (see Appendix F for observed pre-
dictive accuracies of the models by specific type of audit opinion at different cut-off points). Related 
to this, we recommend future research to follow the methodological framework presented in this 
study and examine more extreme modified opinions (i.e. disclaimer of opinion and adverse opinion)  
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separately, as Appendix F shows that predictive accuracies vary across different types of modified opin-
ions. Additionally, the predictive output from the Bayesian mixed-effects logistic regression, such as that 
specified in this study, is particularly rich in information and can be used in creative ways to form a basis 
for decision-making: the risk assessments can be aggregated at the level of the audit firm, and various 
probabilistic statements regarding risk exposure can be made to help form the price of the audit, etc. 

At this point, it needs to be emphasized that the predictive models presented in this study assess 
the risk of material misstatements due to events that are repeatedly detected through a regular external 
audit and, as such, are primarily useful for audit planning and resource allocation decisions. The risk of 
material misstatements, due to events that are difficult to detect through a regular audit, as examined 
by Dechow et al. (2011), Perols (2011), and Perols et al. (2017) using proxies other than audit opinions, 
is relatively more difficult to assess reliably, even with greater resource allocation, and is better consid-
ered to be a part of making client portfolio decisions aimed at reducing litigation and reputation risk. 

It is also important to note that the economic significance of the incremental performance improve-
ments described in the results section (and, thus, the optimal choice of a specific predictive model) 
depends heavily on the size of the auditing firm. Large auditors (and particularly members of the Big 
4) should be expected to use the best performing model, which is stacked ensemble with mixed-effects
logistic regression as meta-learner for both OOT predictions and OOS and OOT predictions. They
may also consider the use of data-driven predictors, as this seems to give a slight improvement (sta-
tistically significantly at α = 0.1) in the predictive performance of the stacked ensemble. The rationale
for using this more involved modeling strategy is that, for these auditors, the benefits gained from a
more optimal resource allocation (even a one percent improvement) should outweigh the (for them)
immaterial marginal financial costs of developing the most sophisticated model. On the other hand,
for small local auditing firms with more constrained financial and human resources, a properly speci-
fied mixed-effects logistic regression that uses only theory-driven predictors may suffice for both OOT
predictions and OOS and OOT predictions.

Once the audit season is completed, the audit regulators can compare the predictions produced 
by the models to the actual opinions issued at the level of individual audit firms, and effectively direct 
their supervisory inspections toward those auditors with the highest estimated misclassification er-
rors. Furthermore, the estimated probability of receiving a modified opinion correlates strongly with 
the probability of there being material misstatements in the corresponding financial reports (as stated 
earlier, non-pervasive and pervasive material misstatements are the leading reasons for a modified 
opinion being issued; based on our sample, they are present in around 85 percent of cases in which a 
modified opinion is issued) and, as such, is highly indicative of the credibility of the financial reports, 
which is of interest to all major stakeholders. Accordingly, the predicted probability obtained from the 
models can be used by financial institutions as a valuable input (risk metric) for their decision-making 
processes—for instance, by banks when making decisions on loan approvals, or by credit rating agen-
cies when assigning credit ratings.

A potential limitation of this study is that the relative performance of the models might vary de-
pending on the choices made in the outlier treatment procedure described in the methodology section. 
Therefore, we recommend that future research experiments with different outlier treatment procedures 
and reports their effects on the relative performance of the models. Another potential limitation of our 
study is data imbalance. Given the relatively high frequency of qualified audit opinions in Serbia (32.6%) 
compared to elsewhere in Europe, e.g. 16% in Spain, 2% in Germany, 0.5% in Austria, 3.7% in Switzer-
land, 1.3% in France, and 0.5% in the United Kingdom (Blandón and Bosch, 2013; Gassen and Skaife, 
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2009), and other parts of the world, e.g. 13% in the US and 11% in China (Abad et al., 2017; Dhaliwal 
et al., 2014), the results of the study may only be generalized to a smaller number of countries with 
unusually high frequencies of qualified audit opinions. In light of this, future studies should consider 
using different techniques for dealing with class imbalance. We also encourage researchers building 
on the framework proposed herein to include additional non-financial predictors, such as employee 
turnover, board structure, etc., when available, as these may be expected to marginally improve the 
predictive performance of the models. 
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APPENDIX A: OBSERVED FREQUENCY OF SPECIFIC TYPES OF AUDIT OPINION BY 
INDUSTRY CLASSIFICATION

ISIC Section Unmodi-
fied Modified Total %  

modified Division Unmodi-
fied Modified Total

A: Agriculture, 
forestry and 

fishing
522 364 886 41.08%

01 496 347 843

02 12 4 16

03 14 13 27

B: Mining and 
quarrying 46 51 97 52.58%

05 3 8 11

06 4 0 4

07 12 15 27

08 27 22 49

09 0 6 6

C: Manufac-
turing 2634 1473 4107 35.87%

10 641 325 966

11 73 59 132

12 16 8 24

13 59 39 98

14 104 62 166

15 52 30 82

16 72 44 116

17 85 23 108

18 77 30 107

19 20 11 31

20 153 59 212

21 28 10 38

22 150 64 214

23 146 108 254

24 66 41 107

25 286 177 463

26 117 33 150

27 119 39 158

28 130 83 213

29 58 105 163

30 19 23 42

31 93 56 149

32 37 24 61

33 33 20 53
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D: Electricity, 
gas, steam, and 

air conditioning 
supply

131 79 210 37.62% 35 131 79 210

E: Water supply; 
sewerage, waste 
management, 

and remediation 
activities

358 189 547 34.55%

36 171 106 277

38 187 82 269

39 0 1 1

F: Construction 773 410 1183 34.66%

41 275 136 411

42 249 165 414

43 249 109 358

G - Wholesale 
and retail trade; 
repair of motor 

vehicles and 
motorcycles

2776 805 3581 22.48%

45 242 67 309

46 2048 519 2567

47 486 219 705

H: Transporta-
tion and storage 400 187 587 31.86%

49 271 142 413

50 10 3 13

51 8 4 12

52 97 35 132

53 14 3 17

I: Accommoda-
tion and food 

service activities
165 157 322 48.76%

55 118 103 221

56 47 54 101

J: Information 
and  

communication
257 109 366 29.78%

58 76 48 124

59 10 7 17

60 13 18 31

61 65 19 84

62 74 13 87

63 19 4 23

K: Financial and 
insurance  
activities

53 53 106 50.00%

64 47 52 99

65 3 1 4

66 3 0 3

L: Real estate 
activities 120 78 198 39.39% 68 120 78 198

M: Professional, 
scientific, and 

technical  
activities

424 183 607 30.15%

69 36 6 42

70 119 51 170

71 138 55 193

72 44 25 69

73 74 17 91

74 7 1 8

75 6 28 34
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N: Administra-
tive and support 
service activities

163 51 214 23.83%

77 27 3 30

78 10 0 10

79 5 14 19

80 50 9 59

81 42 19 61

82 29 6 35

O: Public ad-
ministration and 

defense;  
compulsory 

social security

0 4 4 100.00% 84 0 4 4

P: Education 8 15 23 65.22% 85 8 15 23

Q: Human health 
and social work 

activities
14 12 26 46.15% 88 14 12 26

R: Arts,  
entertainment, 
and recreation

54 26 80 32.50%

90 1 0 1

91 12 1 13

92 24 12 36

93 17 13 30

 S: Other service 
activities 27 27 54 50.00%

94 1 2 3

95 12 16 28

96 14 9 23

N/A 215 148 363 40.77% NA 215 148 363

Total 9140 4421 13561 32.60%   9140 4421 13561

Table A1. Types of Audit Opinion by ISIC (International Standard Industrial Classification of All Economic 
Activities) Sections and Divisions
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APPENDIX D: COMPLETE OUTPUT OF THE HYBRID MODELS

Model Parameters Estimate Std. error z value Pr(>|z|)

Stacked ensemble with logistic  
regression as meta learner 
(theory-driven predictors)

Intercept -2.78959 0.07024 -39.717 < 2e-16 ***

C5.0 0.03290 0.31839 0.103 0.91770

RF 2.01953 0.62237 3.245 0.00117 **

RRF 2.38909 0.57824 4.132 3.6e-05 ***

GBM -0.55581 0.51326 -1.083 0.27885

XGBOOST 0.49897 0.43499 1.147 0.25135

KNN 1.59955 0.13773 11.614 < 2e-16 ***

MLP -0.26654 0.26603 -1.002 0.31638

Stacked ensemble with logistic 
regression as meta learner  
(theory- and data-driven  

predictors)

Intercept -3.27834 0.08045 -40.748 < 2e-16 ***

C5.0 0.88376 0.30336 2.913 0.00358 **

RF 4.30689 0.56498 7.623 2.48e-14 ***

RRF 2.04153 0.51107 3.995 6.48e-05 ***

GBM -2.39261 0.32336 -7.399 1.37e-13 ***

XGBOOST 1.57105 0.20341 7.724 1.13e-14 ***

KNN 0.82217 0.14607 5.629 1.82e-08 ***

MLP -0.21596 0.15481 1.395 0.16301

Stacked ensemble with mixed-
effects logistic regression as meta 
learner (theory-driven predictors)

Intercept -4.2019 0.2391 -17.575 < 2e-16 ***

C5.0 1.1939 0.5073 2.354 0.01859 *

RF 0.8296 0.9624 0.862 0.38869

RRF 2.3983 0.8948 2.680 0.00736 **

GBM 1.3937 0.8220 1.695 0.08999 .

XGBOOST 0.9356 0.6751 1.386 0.16574

KNN 1.3238 0.2241 5.906 3.5e-09 ***

MLP 0.5433 0.4292 1.266 0.20558

Stacked ensemble with mixed-
effects logistic regression as meta 
learner (theory- and data-driven 

predictors)

Intercept -4.099045 0.203777 -20.115 < 2e-16 ***

C5.0 1.129696 0.406793 2.777 0.005485 **

RF 3.984554 0.762891 5.223 1.76e-07 ***

RRF 2.536672 0.689888 3.677 0.000236 
***

GBM -0.491317 0.475486 -1.033 0.301466

XGBOOST 1.152543 0.280092 4.115 3.87e-05 ***

KNN 0.351922 0.205382 1.714 0.086620 .

MLP -0.007802 0.212315 -0.037 0.970686
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Mixed-effects logistic regression 
with GRRF classification rules as 

predictors

Intercept -2.8638 0.2437 -11.752 < 2e-16 ***

Rule 1 1.2357 0.1718 7.191 6.45e-13 ***

Rule 2 1.1177 0.1350 8.279 < 2e-16 ***

Rule 3 1.2894 0.1518 8.492 < 2e-16 ***

Rule 4 1.3942 0.2169 6.428 1.29e-10 ***
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Table D1. The Complete Output of the Hybrid Models

APPENDIX E: ALTERNATIVE MODELING STRATEGIES

With Theory-Driven Predictors

Out-of-Time
(No information rate: 0.6961)

Test sample size reduced from 2,139 
obs. to 1,951 obs. because of auditors 
who were not in the training sample

Out-of-Sample and Out-of-Time
(No information rate: 0.6629)

Test sample size reduced from 1,065 
obs. to 976 obs. because of auditors who 

were not in the training sample

Model Kappa 
(95%CI)

Accuracy at 50%  
cut-off / 

Area under the 
curve

Kappa 
(95%CI)

Accuracy at 50%  
cut-off / 

Area under the 
curve

Fixed effects logistic 
regression

0.5138
(0.4716 -–0.5561)

0.7929 / 0.7586
0.3242

(0.2538–0.3945)
0.7336 / 0.7537

Table E1. Predictive Performance of the Fixed-Effects Logistic Regressions

With Theory-Driven Predictors and Dummy Variables  
for Specific Auditor Firms

Out-of-Time
(No information rate: 0.6704)

Out-of-Sample and Out-of-Time
(No information rate: 0.6413)

Model Kappa 
(95%CI)

Accuracy at 50% 
cut-off / 

Area under the 
curve

Kappa 
(95%CI)

Accuracy at 50% 
cut-off / 

Area under the 
curve

C5.0
0.4423

(0.3984–0.4863)
0.7756 / 0.8026

0.3716
(0.3096–0.4336)

0.7296 / 0.7517

Random Forest
0.4436

(0.3990–0.4883)
0.7821 / 0.8309

0.3582
(0.2936–0.4227)

0.7371 / 0.7669

Regularized Random Forest
0.4559

(0.4117–0.5002)
0.7863 / 0.8298

0.3388
(0.2738–0.4039)

0.7286 / 0.7702

Gradient Boosting Machine
0.0850

(0.0334 - 0.1367)
0.6396 / 0.5281

0.0159
(-0.0565–0.0882)

0.6000 / 0.4885

Extreme Gradient Boosting Unable to make predictions due to missing predictors

K-Nearest Neighbors
-0.0339

(-0.088– 0.0205)
0.6064 / 0.5090

-0.0494
(-0.1245–0.0258)

0.5869 / 0.4744
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Multilayer Perceptron
-0.1253

(-0.1772–
-0.0734)

0.5423 / 0.5975
-0.1436

(-0.2157–
-0.0716)

0.5239 / 0.6371

Support Vector Machine Unable to make predictions due to missing predictors

Linear Discriminant Analysis Unable to make predictions due to missing predictors

Logistic Regression
0.3380

(0.2899–0.3861)
0.7461 / 0.7566

-0.1795
(0.1111–0.2479)

0.6582 / 0.6136

Probit Regression
0.3382

(0.2900–0.3864)
0.7471 / 0.7541

0.1774
(0.1088–0.2459)

0.6582 / 0.6174

Table E2. Machine Learning Methods with Theory-Driven Predictors and Dummy Variables Identifying Auditor Firms

With 129 Principal Components Derived from Theory-  
and Data-Driven Predictors

Out-of-Time
(No information rate: 0.6704)

Out-of-Sample and Out-of-Time
(No information rate: 0.6413)

Model Kappa 
(95%CI)

Accuracy at 50% 
cut-off / 

Area under the 
curve

Kappa 
(95%CI)

Accuracy at 50% 
cut-off / 

Area under the 
curve

C5.0
0.3709

(0.3238–0.4180)
0.7574 / 0.7830

0.3220
(0.2556–0.3884)

0.7268 / 0.7512

Random Forest
0.3704

(0.3228–0.4179)
0.7602 / 0.8139

0.3053
(0.2380–0.3728)

0.7230 / 0.7697

Regularized Random Forest
0.4438

(0.3994–0.4881)
0.7798 / 0.8239

0.3538
(0.2896–0.4180)

0.7324 / 0.7607

Gradient Boosting Machine
0.4116

(0.4116–0.4575)
0.7719 / 0.7888

0.3448
(0.2795–0.4100)

0.7333 / 0.7748

Extreme Gradient Boosting
0.3956

(0.3499–0.4413)
0.7606 / 0.7929

0.3335
(0.2691–0.3978)

0.7211 / 0.7433

K-Nearest Neighbors
0.3854

(0.3398–0.4311)
0.7546 / 0.7778

0.2466
(0.1801–0.3131)

0.6836 / 0.6817

Multilayer Perceptron
0.3880

(0.3421–0.4339)
0.7578 / 0.7686

0.3292
(0.2644–0.3940)

0.7211 / 0.7539

Support Vector Machine
0.3222

(0.2733–0.3711)
0.7433 / 0.7655

0.2470
(0.1780–0.3160)

0.6995 / 0.7324

Linear Discriminant Analy-
sis

0.3130
(0.2641–0.3618)

0.7382 / 0.7637
0.2817

(0.2131–0.3503)
0.7164 / 0.7594

Logistic Regression
0.3307

(0.2822–0.3791)
0.7447 / 0.7703

0.2978
(0.2302–0.3655)

0.7202 / 0.7483

Probit Regression
0.3165

(0.2676–0.3654)
0.7405 / 0.7690

0.2855
(0.2173–0.3537)

0.7164 / 0.7507

Mixed-Effects Logistic 
Regression

0.5839
(0.5456–0.6222)

0.8252 / 0.8766
0.2840

(0.2175–0.3505)
0.7052 / 0.7085

Table E3. Performance of the Models Using 129 Principal Components Driven from Theory- and Data-Driven 
Predictors as Predictors
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APPENDIX F: PREDICTIVE ACCURACY BY SPECIFIC TYPE OF AUDIT OPINION AND BY 
CUT-OFF POINT

Cut-off

Model
Type of  
Audit  

Opinion
0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

C5.0

Unqualified 33.33% 54.60% 71.13% 84.80% 93.10% 95.68% 97.84% 99.16% 100.00%

Qualified 91.38% 82.59% 66.21% 49.83% 37.59% 27.41% 18.10% 8.97% 1.21%

Disclaimer 100.00% 98.17% 95.41% 90.83% 79.82% 65.14% 45.87% 23.85% 5.50%

Adverse 87.50% 81.25% 75.00% 62.50% 31.25% 31.25% 6.25% 6.25% 0.00%

RF

Unqualified 20.85% 48.05% 70.29% 86.12% 93.51% 97.56% 98.95% 99.37% 99.72%

Qualified 96.72% 85.86% 72.59% 55.00% 40.34% 22.59% 11.55% 5.69% 1.21%

Disclaimer 100.00% 99.08% 97.25% 90.83% 75.23% 58.72% 36.70% 22.02% 5.50%

Adverse 93.75% 87.50% 75.00% 56.25% 50.00% 37.50% 6.25% 0.00% 0.00%

RRF

Unqualified 21.13% 48.68% 71.13% 85.29% 93.93% 97.42% 98.81% 99.44% 99.79%

Qualified 96.21% 86.21% 73.45% 54.48% 38.97% 23.45% 12.41% 5.86% 1.21%

Disclaimer 100.00% 99.08% 94.50% 88.07% 76.15% 60.55% 36.70% 22.94% 6.42%

Adverse 93.75% 87.50% 75.00% 56.25% 56.25% 37.50% 12.50% 0.00% 0.00%

GBM

Unqualified 11.72% 51.88% 75.45% 86.75% 93.38% 97.14% 98.81% 99.51% 99.93%

Qualified 97.59% 82.24% 63.62% 48.45% 34.31% 24.14% 12.76% 4.66% 0.17%

Disclaimer 100.00% 98.17% 94.50% 91.74% 82.57% 66.06% 39.45% 20.18% 0.92%

Adverse 93.75% 81.25% 75.00% 56.25% 43.75% 37.50% 18.75% 6.25% 0.00%

XG-
BOOST

Unqualified 20.01% 53.14% 73.85% 86.19% 93.31% 96.09% 98.74% 99.16% 99.86%

Qualified 95.86% 81.38% 64.48% 48.62% 34.83% 22.93% 13.79% 7.76% 1.21%

Disclaimer 100.00% 98.17% 95.41% 90.83% 75.23% 60.55% 46.79% 23.85% 3.67%

Adverse 87.50% 75.00% 75.00% 62.50% 50.00% 37.50% 18.75% 6.25% 6.25%

KNN

Unqualified 40.73% 40.73% 71.27% 71.34% 87.66% 87.73% 96.93% 96.93% 99.44%

Qualified 87.07% 87.07% 68.45% 68.45% 45.17% 45.17% 21.03% 21.03% 7.41%

Disclaimer 96.33% 96.33% 85.32% 85.32% 64.22% 64.22% 42.20% 42.20% 15.60%

Adverse 81.25% 81.25% 62.50% 62.50% 50.00% 50.00% 25.00% 25.00% 6.25%

MLP

Unqualified 16.53% 57.32% 76.78% 88.42% 93.65% 96.58% 98.33% 99.37% 99.86%

Qualified 97.07% 79.83% 61.55% 44.48% 30.34% 21.55% 13.62% 5.69% 2.59%

Disclaimer 100.00% 98.17% 97.25% 88.07% 73.39% 54.13% 37.61% 14.68% 2.75%

Adverse 87.50% 81.25% 68.75% 43.75% 31.25% 25.00% 18.75% 18.75% 0.00%
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SVM

Unqualified 0.00% 6.76% 83.05% 90.45% 96.03% 97.28% 98.19% 99.16% 100.00%

Qualified 100.00% 98.62% 47.24% 34.66% 24.31% 17.93% 11.38% 6.03% 0.00%

Disclaimer 100.00% 99.08% 87.16% 69.72% 53.21% 44.04% 33.94% 17.43% 0.92%

Adverse 100.00% 93.75% 62.50% 56.25% 37.50% 31.25% 12.50% 6.25% 0.00%

LDA

Unqualified 7.88% 40.93% 77.20% 90.93% 95.26% 97.42% 98.68% 99.09% 99.79%

Qualified 99.14% 84.31% 57.59% 36.21% 23.97% 15.52% 9.83% 5.34% 1.72%

Disclaimer 100.00% 99.08% 96.33% 74.31% 55.96% 40.37% 24.77% 13.76% 7.34%

Adverse 100.00% 81.25% 81.25% 50.00% 43.75% 18.75% 12.50% 0.00% 0.00%

Logit

Unqualified 10.60% 40.17% 72.52% 89.33% 95.75% 97.42% 98.47% 99.23% 99.65%

Qualified 97.76% 86.03% 64.48% 41.55% 24.83% 16.55% 10.17% 5.17% 1.90%

Disclaimer 100.00% 98.17% 95.41% 86.24% 62.39% 45.87% 28.44% 14.68% 7.34%

Adverse 100.00% 81.25% 75.00% 62.50% 43.75% 31.25% 6.25% 0.00% 0.00%

Probit

Unqualified 10.32% 38.28% 71.90% 89.40% 95.75% 97.42% 98.54% 99.23% 99.65%

Qualified 97.41% 87.41% 65.69% 40.00% 23.62% 15.00% 9.31% 4.66% 1.90%

Disclaimer 100.00% 99.08% 96.33% 83.49% 59.63% 41.28% 23.85% 12.84% 8.26%

Adverse 100.00% 81.25% 75.00% 56.25% 43.75% 25.00% 6.25% 0.00% 0.00%

M-LER

Unqualified 47.28% 56.47% 67.10% 71.72% 77.02% 77.67% 78.26% 78.52% 78.87%

Qualified 72.63% 68.36% 62.59% 54.66% 40.95% 38.66% 36.47% 33.58% 29.87%

Disclaimer 75.69% 71.56% 65.60% 58.94% 49.77% 48.62% 46.33% 42.66% 37.61%

Adverse 68.75% 59.38% 53.13% 48.44% 35.94% 32.81% 31.25% 31.25% 29.69%

Stacked 
model 

with logit

Unqualified 25.31% 60.95% 78.17% 88.21% 92.89% 96.37% 98.26% 99.09% 99.72%

Qualified 96.03% 81.72% 65.17% 55.00% 42.76% 31.72% 19.83% 11.55% 2.59%

Disclaimer 100.00% 96.33% 93.58% 87.16% 78.90% 65.14% 51.38% 31.19% 11.93%

Adverse 93.75% 81.25% 75.00% 62.50% 43.75% 31.25% 25.00% 12.50% 0.00%

Stacked 
model 

with M-
LER

Unqualified 67.64% 79.57% 85.50% 89.82% 92.75% 94.77% 95.75% 97.77% 99.44%

Qualified 88.62% 80.69% 73.45% 67.41% 61.38% 53.45% 45.00% 36.72% 21.21%

Disclaimer 96.33% 92.66% 90.83% 88.07% 85.32% 82.57% 77.06% 67.89% 46.79%

Adverse 68.75% 56.25% 56.25% 50.00% 43.75% 37.50% 31.25% 31.25% 25.00%

M-LER 
with 

GRRF 
dummies

Unqualified 62.27% 76.29% 83.47% 87.59% 90.38% 93.03% 94.56% 96.72% 98.54%

Qualified 87.93% 81.55% 75.52% 70.34% 64.14% 57.07% 50.00% 38.79% 24.66%

Disclaimer 94.50% 92.66% 91.74% 88.07% 86.24% 80.73% 76.15% 66.06% 53.21%

Adverse 75.00% 62.50% 50.00% 50.00% 50.00% 43.75% 37.50% 31.25% 12.50%

Table F1. Predictive Accuracy by Specific Type of Audit Opinion: Models with Theory-Driven Predictors, OOT 
Predictions
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Cut-off

Model
Type of  
Audit  

Opinion
0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

C5.0

Unqualified 31.04% 53.00% 70.86% 84.63% 93.41% 96.63% 97.95% 98.98% 99.71%

Qualified 88.52% 79.67% 64.92% 46.23% 32.79% 21.31% 12.13% 5.25% 0.33%

Disclaimer 98.53% 98.53% 91.18% 79.41% 70.59% 61.76% 47.06% 26.47% 7.35%

Adverse 100.00% 100.00% 88.89% 88.89% 88.89% 88.89% 66.67% 33.33% 11.11%

RF

Unqualified 17.13% 43.92% 67.06% 84.04% 93.70% 97.22% 98.54% 99.71% 100.00%

Qualified 96.07% 85.25% 70.16% 48.20% 30.82% 16.72% 7.54% 3.61% 0.98%

Disclaimer 100.00% 98.53% 89.71% 79.41% 66.18% 52.94% 29.41% 19.12% 7.35%

Adverse 100.00% 100.00% 100.00% 88.89% 88.89% 66.67% 44.44% 44.44% 0.00%

RRF

Unqualified 18.59% 43.34% 68.08% 83.75% 91.95% 96.93% 98.39% 99.85% 100.00%

Qualified 95.41% 85.25% 66.89% 48.85% 30.82% 17.05% 7.21% 4.59% 0.66%

Disclaimer 100.00% 100.00% 89.71% 82.35% 70.59% 54.41% 29.41% 22.06% 7.35%

Adverse 100.00% 100.00% 100.00% 88.89% 88.89% 66.67% 44.44% 33.33% 0.00%

GBM

Unqualified 12.45% 51.83% 75.40% 87.41% 94.14% 97.51% 98.54% 98.98% 100.00%

Qualified 96.72% 79.02% 60.98% 44.26% 29.51% 21.31% 8.85% 2.62% 0.00%

Disclaimer 100.00% 95.59% 92.65% 80.88% 64.71% 52.94% 45.59% 25.00% 0.00%

Adverse 100.00% 88.89% 88.89% 88.89% 88.89% 77.78% 44.44% 33.33% 0.00%

XG-
BOOST

Unqualified 19.47% 52.56% 74.38% 87.85% 94.14% 96.78% 98.24% 99.27% 99.85%

Qualified 93.77% 77.70% 61.31% 43.93% 27.87% 16.72% 8.85% 4.59% 2.30%

Disclaimer 100.00% 98.53% 91.18% 77.94% 72.06% 55.88% 42.65% 26.47% 10.29%

Adverse 100.00% 88.89% 88.89% 88.89% 88.89% 77.78% 55.56% 44.44% 22.22%

KNN

Unqualified 37.63% 37.92% 67.94% 67.94% 85.80% 85.80% 95.31% 95.31% 98.83%

Qualified 81.97% 81.97% 56.72% 56.72% 36.07% 36.07% 15.74% 15.74% 2.62%

Disclaimer 95.59% 95.59% 79.41% 79.41% 58.82% 58.82% 32.35% 32.35% 14.71%

Adverse 100.00% 100.00% 77.78% 77.78% 44.44% 44.44% 33.33% 33.33% 33.33%

MLP

Unqualified 15.67% 57.98% 76.57% 90.48% 94.73% 97.22% 98.54% 99.27% 99.85%

Qualified 95.74% 72.46% 55.74% 38.36% 22.30% 15.08% 8.85% 3.93% 0.66%

Disclaimer 98.53% 92.65% 86.76% 69.12% 55.88% 47.06% 39.71% 14.71% 5.88%

Adverse 100.00% 100.00% 100.00% 88.89% 77.78% 55.56% 44.44% 22.22% 0.00%

SVM

Unqualified 0.00% 5.12% 81.70% 88.58% 94.73% 96.19% 97.66% 98.83% 100.00%

Qualified 100.00% 97.05% 43.93% 33.11% 19.34% 13.77% 8.85% 4.92% 0.00%

Disclaimer 100.00% 98.53% 79.41% 67.65% 50.00% 36.76% 27.94% 19.12% 1.47%

Adverse 100.00% 100.00% 88.89% 88.89% 55.56% 44.44% 33.33% 22.22% 0.00%
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LDA

Unqualified 7.76% 41.73% 79.80% 92.83% 96.34% 98.10% 98.39% 98.98% 99.85%

Qualified 98.03% 84.59% 57.38% 32.13% 19.34% 11.15% 5.57% 1.97% 0.66%

Disclaimer 98.53% 95.59% 88.24% 63.24% 50.00% 38.24% 32.35% 20.59% 4.41%

Adverse 100.00% 100.00% 88.89% 66.67% 66.67% 44.44% 22.22% 0.00% 0.00%

Logit

Unqualified 12.74% 41.14% 74.23% 90.78% 96.19% 97.95% 98.68% 99.12% 99.85%

Qualified 96.72% 84.59% 60.98% 36.39% 20.98% 11.15% 5.25% 3.28% 0.98%

Disclaimer 98.53% 94.12% 86.76% 67.65% 55.88% 38.24% 32.35% 20.59% 7.35%

Adverse 100.00% 100.00% 88.89% 77.78% 66.67% 44.44% 33.33% 0.00% 0.00%

Probit

Unqualified 12.15% 39.24% 74.08% 91.07% 96.34% 97.95% 98.54% 99.12% 99.85%

Qualified 96.39% 85.25% 62.30% 36.07% 20.00% 10.82% 5.25% 2.95% 0.98%

Disclaimer 98.53% 95.59% 92.65% 69.12% 54.41% 39.71% 32.35% 16.18% 5.88%

Adverse 100.00% 100.00% 100.00% 66.67% 66.67% 44.44% 11.11% 0.00% 0.00%

M-LER

Unqualified 29.80% 38.36% 47.29% 58.49% 74.38% 75.15% 75.40% 75.77% 75.77%

Qualified 73.61% 70.08% 64.18% 55.74% 31.56% 27.79% 26.15% 25.49% 25.08%

Disclaimer 74.26% 72.79% 69.12% 61.40% 41.18% 36.40% 34.56% 31.25% 27.21%

Adverse 75.00% 75.00% 72.22% 66.67% 38.89% 30.56% 25.00% 25.00% 25.00%

Stacked 
model 
with 
logit

Unqualified 19.91% 55.34% 75.26% 86.82% 91.80% 95.02% 97.66% 99.27% 99.85%

Qualified 94.43% 76.72% 60.00% 45.57% 34.75% 25.25% 15.08% 5.25% 0.66%

Disclaimer 100.00% 95.59% 85.29% 77.94% 69.12% 58.82% 50.00% 30.88% 8.82%

Adverse 100.00% 100.00% 88.89% 88.89% 77.78% 66.67% 55.56% 44.44% 22.22%

Stacked 
model 

with M-
LER

Unqualified 52.86% 73.21% 83.02% 89.02% 91.80% 93.41% 95.46% 96.93% 98.98%

Qualified 80.66% 66.56% 55.08% 46.89% 36.07% 28.85% 23.28% 13.44% 6.23%

Disclaimer 94.12% 86.76% 79.41% 73.53% 72.06% 70.59% 61.76% 51.47% 38.24%

Adverse 100.00% 88.89% 88.89% 88.89% 88.89% 77.78% 66.67% 55.56% 22.22%

M-LER 
with 

GRRF 
dum-
mies

Unqualified 44.95% 64.71% 78.18% 84.33% 88.87% 90.63% 93.56% 97.22% 99.27%

Qualified 75.74% 60.98% 49.18% 40.33% 32.79% 28.52% 22.62% 13.44% 6.89%

Disclaimer 91.18% 82.35% 79.41% 75.00% 63.24% 63.24% 55.88% 39.71% 26.47%

Adverse 100.00% 100.00% 88.89% 77.78% 77.78% 66.67% 66.67% 33.33% 22.22%

Table F2. Predictive Accuracy by Specific Type of Audit Opinion: Models with Theory-Driven Predictors, OOS and 
OOT Predictions
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Cut-off

Model
Type of  
Audit  

Opinion
0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

C5.0

Unqualified 23.15% 45.33% 65.90% 81.38% 90.66% 95.40% 98.12% 99.09% 99.72%

Qualified 96.90% 89.31% 75.52% 61.72% 47.41% 31.03% 18.45% 8.62% 3.45%

Disclaimer 99.08% 97.25% 97.25% 94.50% 84.40% 72.48% 55.96% 36.70% 10.09%

Adverse 87.50% 81.25% 75.00% 50.00% 50.00% 37.50% 18.75% 12.50% 6.25%

RF

Unqualified 15.48% 41.35% 68.69% 85.01% 94.14% 98.12% 98.81% 99.65% 100.00%

Qualified 98.62% 93.79% 81.38% 64.31% 43.62% 26.03% 14.14% 5.69% 0.86%

Disclaimer 100.00% 98.17% 96.33% 95.41% 85.32% 72.48% 39.45% 17.43% 2.75%

Adverse 93.75% 81.25% 81.25% 68.75% 43.75% 37.50% 25.00% 0.00% 0.00%

RRF

Unqualified 11.02% 36.19% 59.55% 79.92% 91.70% 97.00% 98.61% 99.51% 99.86%

Qualified 99.14% 94.66% 85.52% 70.00% 48.97% 29.66% 17.24% 7.07% 1.72%

Disclaimer 99.08% 99.08% 96.33% 95.41% 88.07% 70.64% 44.95% 21.10% 8.26%

Adverse 100.00% 81.25% 81.25% 68.75% 43.75% 31.25% 18.75% 0.00% 0.00%

GBM

Unqualified 13.74% 44.28% 68.34% 82.57% 89.40% 94.70% 96.86% 98.26% 99.72%

Qualified 97.93% 88.45% 74.14% 58.10% 45.17% 33.28% 23.79% 11.55% 2.41%

Disclaimer 100.00% 98.17% 96.33% 93.58% 89.91% 82.57% 66.97% 44.95% 12.84%

Adverse 81.25% 81.25% 81.25% 68.75% 50.00% 43.75% 37.50% 18.75% 6.25%

XG-
BOOST

Unqualified 35.70% 57.25% 70.50% 81.03% 88.77% 92.54% 95.19% 97.42% 98.81%

Qualified 93.79% 83.62% 73.97% 64.14% 53.79% 42.07% 33.28% 21.38% 12.59%

Disclaimer 98.17% 97.25% 94.50% 89.91% 86.24% 84.40% 76.15% 63.30% 36.70%

Adverse 81.25% 81.25% 81.25% 75.00% 68.75% 56.25% 43.75% 25.00% 12.50%

KNN

Unqualified 45.05% 45.26% 75.17% 75.17% 91.35% 91.49% 97.91% 97.91% 99.58%

Qualified 90.00% 90.00% 69.31% 69.14% 39.31% 39.31% 17.07% 17.07% 4.66%

Disclaimer 90.83% 90.83% 85.32% 85.32% 56.88% 56.88% 33.03% 33.03% 13.76%

Adverse 87.50% 87.50% 68.75% 68.75% 37.50% 37.50% 31.25% 31.25% 6.25%

MLP

Unqualified 53.00% 79.29% 82.01% 84.45% 95.19% 96.58% 96.79% 97.49% 99.37%

Qualified 80.69% 55.69% 51.55% 47.93% 26.72% 22.59% 21.03% 16.38% 6.90%

Disclaimer 98.17% 91.74% 91.74% 90.83% 70.64% 63.30% 61.47% 51.38% 24.77%

Adverse 87.50% 75.00% 56.25% 50.00% 31.25% 18.75% 18.75% 12.50% 0.00%

Stacked 
model 

with logit

Unqualified 32.71% 62.06% 78.52% 86.19% 91.84% 95.12% 97.14% 98.40% 99.51%

Qualified 96.72% 87.24% 76.21% 65.34% 54.48% 45.00% 32.07% 20.52% 7.93%

Disclaimer 99.08% 96.33% 95.41% 92.66% 90.83% 81.65% 69.72% 51.38% 23.85%

Adverse 81.25% 81.25% 75.00% 62.50% 62.50% 43.75% 37.50% 25.00% 0.00%
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Stacked 
model 

with M-
LER

Unqualified 56.97% 75.24% 82.36% 87.59% 90.38% 93.93% 96.03% 98.05% 99.23%

Qualified 92.76% 86.21% 78.97% 72.41% 65.86% 57.76% 48.79% 37.93% 22.24%

Disclaimer 97.25% 95.41% 92.66% 91.74% 89.91% 87.16% 84.40% 77.98% 53.21%

Adverse 81.25% 68.75% 62.50% 56.25% 50.00% 43.75% 31.25% 25.00% 18.75%

M-LER 
with 

GRRF 
dummies

Unqualified 62.27% 76.29% 83.47% 87.59% 90.38% 93.03% 94.56% 96.72% 98.54%

Qualified 87.93% 81.55% 75.52% 70.34% 64.14% 57.07% 50.00% 38.79% 24.66%

Disclaimer 94.50% 92.66% 91.74% 88.07% 86.24% 80.73% 76.15% 66.06% 53.21%

Adverse 75.00% 62.50% 50.00% 50.00% 50.00% 43.75% 37.50% 31.25% 12.50%

Table F3. Predictive Accuracy by Specific Type of Audit Opinion: Models with Theory- and Data Driven Predic-
tors, OOT Predictions

Cut-off

Model
Type of  
Audit  

Opinion
0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

C5.0

Unqualified 17.42% 43.63% 61.79% 78.48% 89.75% 94.73% 97.22% 98.98% 99.71%

Qualified 94.75% 84.59% 72.13% 56.72% 41.31% 24.92% 14.43% 7.54% 2.30%

Disclaimer 100.00% 95.59% 92.65% 85.29% 73.53% 63.24% 51.47% 32.35% 10.29%

Adverse 100.00% 100.00% 100.00% 77.78% 66.67% 55.56% 55.56% 33.33% 0.00%

RF

Unqualified 10.25% 33.24% 59.59% 79.36% 94.14% 97.66% 98.98% 99.85% 100.00%

Qualified 97.38% 89.18% 76.39% 57.38% 35.08% 18.69% 7.21% 3.28% 0.33%

Disclaimer 100.00% 100.00% 95.59% 86.76% 70.59% 52.94% 32.35% 13.24% 2.94%

Adverse 100.00% 100.00% 100.00% 88.89% 66.67% 55.56% 44.44% 33.33% 0.00%

RRF

Unqualified 8.49% 29.87% 53.59% 72.18% 90.48% 97.22% 98.24% 99.56% 100.00%

Qualified 98.69% 91.48% 81.31% 64.92% 40.33% 21.97% 12.13% 4.26% 1.31%

Disclaimer 100.00% 100.00% 97.06% 91.18% 75.00% 52.94% 32.35% 19.12% 5.88%

Adverse 100.00% 100.00% 100.00% 88.89% 77.78% 66.67% 44.44% 44.44% 11.11%

GBM

Unqualified 14.06% 43.19% 66.47% 79.50% 87.85% 94.44% 96.78% 98.83% 99.27%

Qualified 97.70% 82.30% 72.13% 58.03% 40.98% 30.82% 20.98% 9.84% 1.97%

Disclaimer 100.00% 100.00% 94.12% 88.24% 79.41% 72.06% 57.35% 35.29% 11.76%

Adverse 100.00% 100.00% 88.89% 88.89% 77.78% 77.78% 66.67% 44.44% 11.11%

XG-
BOOST

Unqualified 30.60% 52.56% 65.74% 75.99% 82.58% 90.04% 93.70% 97.07% 99.27%

Qualified 88.20% 73.44% 60.33% 51.80% 44.92% 36.72% 27.87% 19.67% 9.18%

Disclaimer 98.53% 94.12% 91.18% 88.24% 83.82% 70.59% 58.82% 45.59% 29.41%

Adverse 100.00% 88.89% 77.78% 77.78% 77.78% 77.78% 66.67% 66.67% 55.56%
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KNN

Unqualified 36.16% 36.16% 65.74% 65.74% 86.68% 86.68% 96.34% 96.34% 99.27%

Qualified 82.62% 82.62% 56.72% 56.39% 29.84% 29.84% 12.79% 12.79% 3.93%

Disclaimer 94.12% 94.12% 67.65% 67.65% 41.18% 41.18% 20.59% 20.59% 10.29%

Adverse 88.89% 88.89% 66.67% 66.67% 44.44% 44.44% 22.22% 22.22% 11.11%

MLP

Unqualified 50.37% 77.16% 79.94% 81.84% 93.12% 95.75% 96.78% 97.80% 98.98%

Qualified 78.03% 55.74% 53.11% 52.79% 25.90% 21.64% 19.34% 14.10% 3.28%

Disclaimer 97.06% 79.41% 77.94% 76.47% 50.00% 44.12% 44.12% 39.71% 20.59%

Adverse 100.00% 66.67% 66.67% 66.67% 55.56% 55.56% 55.56% 55.56% 44.44%

Stacked 
model 

with logit

Unqualified 23.57% 51.54% 67.79% 79.80% 88.14% 94.29% 97.51% 98.24% 99.71%

Qualified 94.43% 79.67% 67.87% 53.44% 40.98% 30.82% 21.64% 13.77% 3.61%

Disclaimer 100.00% 98.53% 92.65% 82.35% 75.00% 64.71% 54.41% 36.76% 14.71%

Adverse 100.00% 100.00% 88.89% 77.78% 77.78% 77.78% 55.56% 44.44% 33.33%

Stacked 
model 

with M-
LER

Unqualified 39.82% 62.96% 75.11% 81.70% 87.85% 92.09% 95.90% 97.36% 98.83%

Qualified 88.20% 77.38% 63.61% 55.08% 46.56% 38.36% 28.20% 20.00% 8.85%

Disclaimer 100.00% 92.65% 89.71% 83.82% 79.41% 70.59% 66.18% 54.41% 38.24%

Adverse 100.00% 100.00% 100.00% 77.78% 77.78% 66.67% 55.56% 55.56% 22.22%

M-LER 
with 

GRRF 
dummies

Unqualified 44.95% 64.71% 78.18% 84.33% 88.87% 90.63% 93.56% 97.22% 99.27%

Qualified 75.74% 60.98% 49.18% 40.33% 32.79% 28.52% 22.62% 13.44% 6.89%

Disclaimer 91.18% 82.35% 79.41% 75.00% 63.24% 63.24% 55.88% 39.71% 26.47%

Adverse 100.00% 100.00% 88.89% 77.78% 77.78% 66.67% 66.67% 33.33% 22.22%

Table F4. Predictive Accuracy by Specific Type of Audit Opinion: Models with Theory- and Data Driven Predictors, 
OOS and OOT Predictions
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Rezime: 
Cilj ovog istraživanja je prevazilaženje metodoloških ograničenja uočenih 
u prethodnim istraživanjima u oblasti predviđanja vrste revizorskog
mišljenja i izvlačenje pouzdanih zaključaka o uporedivim prediktivnim 
performansama različitih metoda koje se koriste u te svrhe.  Prediktivne 
performanse dvanaest modela iz oblasti statistike i mašinskog učenja
su ocenjene u dva različita praktična scenarija: a) kada su prethodne
informacije (vrste revizorskih mišljenja) o klijentu dostupne i mogu se 
koristiti za predikciju i b) kada su prethodne informacije nedostupne
(npr. novoosnovana društva). Rezultati pokazuju da, u prvom scenariju, 
nekoliko metoda iz obe grupe prediktivnih metoda ostvaruju upore-
dive performanse u vrednosti od 0,89, mereno površinom ispod krive
(eng. Area under the curve). U drugom scenariju, međutim, algoritmi 
mašinskog učenja, posebno oni zasnovani na drveću odlučivanja, kao
što je random forest, ostvaruju značajno bolje rezultate od statističkih
metoda, i to u vrednosti od 0,79. Razvili smo i ocenili performanse dva 
hibridna modela, koji za cilj imaju da iskoriste prednosti statističkih
metoda (interpretabilnost rezultata) i metoda mašinskog učenja (obrada 
velikog broja objašnjavajućih varijabli i veća preciznost). Celokupna
procedura je prikazana na reproducibilan način, uz korišćenje najvećeg 
empirijskog skupa podataka korišćenog u dosadašnjim istraživanjima 
ovog tipa, koji obuhvata 13.561 par godišnjih finansijskih izveštaja i
korespondirajućih revizorskih izveštaja. Procedure opisane u ovom
članku omogućavaju revizorskim kućama i finansijskim službenicima 
širom sveta da razviju i testiraju prediktivne modele koji podržavaju
procedure revizorskog planiranja i ocenu rizika ispravnosti podataka
u finansijskim izveštajima.
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PREDVIĐANJE VRSTE REVIZORSKOG MIŠLJENJA: STATISTIKA, 
MAŠINSKO UČENJE ILI KOMBINACIJA NAVEDENIH? 




