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Abstract: 
Decision making is a very significant and complex function of manage-
ment that requires methods and techniques that simplify the process 
of choosing the best alternative. In modern business, the challenge for 
managers is to find the alternatives for improving the decision-making 
process. Decisions directly affect profit generation and positioning of the 
c ompany in the market.
It is well-known that people dealt with the phenomenon of decision making 
in each phase of the development of society, which has triggered the need 
to learn more about this process. The main contribution of this paper is 
to show the significance of business intelligence tools and techniques as 
support to the decision making process of managers. Research results 
have shown that business intelligence plays an enormous role in modern 
decision process modeling.
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INTRODUCTION

Decision making is the selection of one of the of-
fered alternatives. It is an extremely complex process 
that should result in making the right management 
decisions and thus, it is essential to continuously ex-
plore and improve modern decision making meth-
ods and techniques. Th ere is no ideal solution for the 
specifi ed problem. Th erefore, it should be oriented 
towards fi nding the most optimal solution. Th e man-
ager should be conversant with the basic theory of the 
decision-making process and should possess neces-
sary experience to make business decisions that will 
result in maximum profi t.

Th ere are three dimensions that determine full de-
velopment of this discipline: qualitative, quantitative 
and information and communication aspects. Th ese 
three aspects of the decision-making process fully 
satisfy all concepts of development of modern deci-
sion making on both theoretical and practical level. 

Quantitative approach to modern decision making 
is defi ned as the basic formalism of the decision mak-
ing problem (Suknović & Delibašić, 2010). According 

to (Suknović, 2001), the decision making problem is 
centered around the fi ve items (A, X, F, Θ,≻) where: 

A: fi nal group of available alternatives (actions) 
that the session participant ranks with the goal 
of selecting the most suitable; 

X: group of possible results that follow as a conse-
quence of the alternative selection; 

Θ: group of the state of the facts, depends on the 
unknown state θ∈Θ, because the consequences 
of the selection of the alternative a∈A can be 
diff erent; 

F: A x Θ → X determine for each state of the fact v 
and for each alternative a, resulting in conse-
quence x = F (a,ϖ)

≻: relation of weak infl uence to X, i.e. binary re-
lation that satisfi es the following conditions: 
(i) x ≻ y or y ≻ x, ∀ x, y∈X 
(ii) ≻ Is transitive, x ≻ y, y ≻ z ⇒ x ≻ z. 

Relation ≻ determines the decision maker and is 
called the relation of the preference. Strong preference 
x ≻ y, means that x ≻ y, but not y ≻ z. Relation of in-
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diff erence x ~ y means that it is valid x ≻ y and y ≻ z. 
Th e most frequent solution to the decision making 
problems is in transformation of weak item ≻ to X 
in usual item ≥ over real numbers with the function 
of utility (Centre for business decision making, 2015). 

In the conditions of general problem of decision 
making, it is assumed that the state of the facts v is 
known, X is multidimensional and known for each al-
ternative as a group of relevant values of the attribute. 

Based on the level and degree of complexity of the 
problem, and the number of participants (Suknović & 
Delibašić, 2010), modern decision making as a human 
phenomenon is split into the following categories: 

 ◆ Individual decision making.
 Th is decision making form is the most simpli-

fi ed and most oft en explained and used, which 
is confi rmed by numerous references. Activities 
of the decision making process are dedicated 
to one decision maker.

 ◆ Group decision making – team work.
 It is described by the higher level of the phases 

and activities of the decision making process. 
Greater number of participants (of the ses-
sion) is involved in the selection of the most 
optimum alternative. It contains signifi cant 
methods, models and up-to-date tools to sup-
port group decision making.

 ◆ Organisational decision making. 
 Th is form of decision making is described by 

the high level of unstructured problems the or-
ganizations face. Th is type of decision making 
is followed by numerous research experiments, 
but it is not yet come to systematical knowledge 
that would signifi cantly improve it.

 ◆ Metaorganizational decision making. 
 It is the highest level of the application of sys-

tematical knowledge in the fi eld of decision 
making. More information on knowledge dis-
covery can be seen in (Guruler et al., 2010). It 
is practically noted at the level of one country 
(state), own national interest through social 
well-being, culture, income, etc. (Suknović & 
Delibašić, 2010).

Th e result of successful decision making process 
is getting the most optimal decision for the defi ned 
topic, because there is no perfect solution. Decision 
is the fi nal outcome of the decision making process, 
most oft en choosing the most acceptable alternative 
from the group. Th e process should be followed by an 

intuition, strong analytical tools and logical thinking. 
Th e selection of the alternative is possible by decision 
making techniques, decision making rules or skills. 
According to (Suknović & Delibašić, 2010), the deci-
sion making moment is the most creative and most 
critical moment in the entire decision making process. 

DEVELOPMENT OF THE BUSINESS DECISION 
MAKING MODEL

Data mining is the research and analysis of large 
amounts of data with the aim to reveal signifi cant 
patterns and rules. In order to increase productivity 
of modern companies, the goal is to improve the or-
ganization's functions through better understanding 
of customers. More information on customer value 
management can be seen in (Verhoef et al., 2007). 
Data mining techniques and tools have various fi elds 
of application – law, astronomy, medicine, industry, 
etc. Not even one data mining algorithm has been 
fi rstly introduced for commercial purposes. More 
information on data mining strategy can be found in 
(Hornick et al., 2007). Th e selection of certain com-
bination of techniques that will be used in certain 
situation depends on the nature of research, avail-
able data and skills and customer preferences. More 
information on data can be seen in (Verhoef et al., 
2010). Data mining can be direct and indirect. Direct 
data mining explains or categorizes certain fi elds, like 
fi nancial income, whereas indirect data mining tries to 
fi nd the patterns or similarities between target groups 
of data with no use of certain fi eld or collection or 
predefi ned classes.

Data mining is mostly oriented towards defi ning 
the model. Th e model is simply an algorithm or a set 
of rules that connect the collections of input (input 
elements) with certain goal or output elements. Re-
gression, neural networks, decision making trees and 
most other techniques are oriented towards model 
creation. Under the right circumstances, model can 
result in the explanation on how output elements of 
certain interest, like the precise order or unsuccessful 
bill paying, are connected and can be predicted using 
the available facts. Models are also used to get the 
results. Th e result is the way of expressing the fi nd-
ings of the model by numbers. Results can be used 
to sort the list of customers from the most to least 
loyal, willing or not to cooperate or to pay back the 
loan. Data mining process is also called knowledge 
discovery or knowledge discovery in Databases. One 
of the synonyms is also knowledge creation.
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Many assignments related to intellectual, eco-
nomic and business fi elds that will be solved by data 
mining can be divided into six categories:

 ◆ Classifi cation
 ◆ Estimation
 ◆ Prediction
 ◆ Association rules
 ◆ Clustering
 ◆ Description and profi ling

Th e fi rst three types are the description of direct 
data mining, where the goal is to fi nd certain target 
variables. Association rules and clustering are indi-
rect assignments where the goal is to fi nd the data 
structure, regardless of the variables value. Profi ling 
is the descriptive assignment that can be direct or 
indirect. Th e assignment of the association rules is to 
determine which items go together. A typical example 
is grouping the items that can be bought together in 
shopping at a supermarket – market basket analysis.

Supermarket chains use association rules to plan 
the timetable of items on the shelves or in the cata-
logue so that the items that can be bought together 
are most oft en together on the shelves. Th ey are used 
to identify chances for cross-selling and designing 
of attractive packaging or grouping of products or 
services. It is a simple approach on how to create the 
rules from large databases. If two items, i.e. computer 
and web camera are oft en bought together, we can 
produce two association rules:

 ◆ Buyers that buy computer can also buy web 
camera with probability of P1

 ◆ Buyers that buy web camera can also buy com-
puter with probability of P2 

Th e assignments and the process of data mining 
can be diff erent. Depending on data mining results, 
the assignments can be:

 ◆ Exploratory data analysis: in databases large 
amounts of data are at disposal. Th is data min-
ing assignment has two purposes: search of 
knowledge that customer demands and data 
analysis. Th ese techniques are interactive and 
visual for the customers.

 ◆ Descriptive modeling: describes all data, in-
cluding models for the whole probability of 
data distribution, split of multidimensional 
space into groups and models that describe 
the relations between variables.

 ◆ Predictive modeling: this model allows pre-
diction of values of some variables more than 
known values of other variables.

 ◆ Data mining: this assignment has been used 
to fi nd the hidden patterns and the rules in 
cluster. Th ere are diff erent sizes at disposal in 
clusters. Th e goal of this is to reveal "how it is 
best to fi nd the rules". Th is can be achieved by 
using the rules for induction and many other 
techniques in data mining algorithms. Th is is 
called clustering of algorithms.

 ◆ Research of the content: the primary goal of 
this assignment is fi nding the data set that is 
oft en used for audio/video tasks, as well as 
photos. Such data mining is similar to those 
that are of interest in dataset.

Th e most frequently used data mining techniques 
are:

 ◆ Decision making trees and their rules,
 ◆ Non-linear regressions and classifi cation meth-

ods,
 ◆ Methods based on examples,
 ◆ Models of graphical dependence of the prob-

ability,
 ◆ Relational models of learning, etc.

In general, we classify these data mining methods 
as: Online analytical processing (OLAP), classifi ca-
tion, clustering, association rules, temporary data 
mining, time-sheet analysis, space research, web re-
search, etc. More information on classifi cation can be 
found in (Grabmeier & Lambe, 2007).

Th ese methods use diff erent types of algorithms 
and data. Th e source of data can be data warehouse, 
database, regular or textual fi le. Algorithms can be 
statistical, based on the decision making tree, neural 
networks, generic algorithms, etc. In general, data 
mining algorithms are completely dependent on two 
factors:

 ◆ type of datasets used 
 ◆ demands of customers

Knowledge Discovery Process includes raw data of 
choosing data mining algorithm, as well as process-
ing of data results. More information on data mining 
models can be seen in (Johansson et al., 2004). Th ere 
are programs that are called assistants for knowledge 
discovery (Intelligent Discovery Assistants - IDA), 
that help in the application of valid knowledge in the 
research process. Th ese assistants provide three ben-
efi ts to the users:

 ◆ Systematic validation of process for knowledge 
discovery,

EJAE 2015  12 (2)  44-52
Istrat, V., Stanisavljev, S., Markoski, B.    The role of business intelligence



47

 ◆ Eff ective ranking of valid processes on diff er-
ent criteria, that help in choosing the suitable 
option and 

 ◆ Infrastructure for knowledge sharing, that leads 
to externalization of networks. 

Th ere have been attempts to make this process 
automatic and design the general tool for data min-
ing that uses business intelligence while selecting data 
and data mining algorithms, and to a certain extent, 
knowledge discovery.

Knowledge management and data mining are still 
in the development phase and they represent interest-
ing areas for researchers. Although there is an inte-
grative framework for knowledge management in the 
context of marketing, there are critical research chal-
lenges that should be devoted considerable attention.
More information about data mining for marketing 
can be seen in (Berry & Linoff , 2004). Some of them 
are connected to data mining techniques and knowl-
edge discovery process, while others are related to 
knowledge management. Data research through data 
mining techniques is an interactive process of learning 
similar to other processes of acquiring knowledge, 
like scientifi c research. Selection of data mining al-
gorithms, hypothesis forming, model evaluation and 
remodeling are the key components of the research 
process. Since the cycle of attempts and failures for 
progressive adopting are made of the most valuable 
knowledge through data mining, the aspect of learn-
ing through experiments can be suitable for that. One 
of the research challenges is to make sure that this 
process is multi-structured, and therefore to increase 
the productivity of data mining trials. Furthermore, 
it is needed to manage the knowledge in the sense 
that it outlines organizational borders and further 
distributes towards the other partners.

Another challenge is multiple classifi cations when 
the customer belongs to more than one category. 
Th ere is the case of web mining.Th e Internet is get-
ting the primate as a new channel for the goods dis-
tribution, product promotion, transaction manage-
ment and coordination of business processes and it 
becomes a valuable and suitable source of data about 
customers. More information on management can be 
seen in (Draker, 2003). However, multiple formats of 
data and distributive nature of knowledge on the Web 
are the challenge for collecting, revealing, organizing 
and knowledge management in the way that is suitable 
for providing support to business decision making. 
More information on decision support system can be 
seen in (Kotsiantis, 2011). 

GROUPS OF DATA THAT WILL BE TESTED 

Th ere is the table with three types of data from 
diff erent sources. Th ose data are then processed and 
real and important information for the defi ned prob-
lem is obtained. By application of association rules, 
knowledge is the fi nal outcome of the decision mak-
ing process. Th e structure and size of research data, 
as well as the proper use of business intelligence tools 
infl uence the creation of the improved model of busi-
ness decision making. More information on business 
intelligence can be found in (Guster & Brown, 2012).
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Table 1. Suggesti on of groups of data for testi ng

According to (Suknović, 2001), there are three 
dimensions that determine the complete development 
of modern decision making. Th ese are: qualitative, 
quantitative aspect and information-communication 
aspect. Research of all three aspects is the most op-
timal. Data will be shown in quantitative aspect, as 
given in the table, and will be processed by numerical 
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values. Business intelligence methods and techniques 
will be applied. Attributes and sub-attributes will be 
described, as shown in the table, in order to ensure 
the qualitative aspect of modern decision making. De-
scription of the results will ensure the qualitative as-
pect. Th e application of soft ware and visual overview 
of data will show the information-communication 
aspect of modern decision making. Table 1 shows the 
groups of test data with three classes and attributes, 
each of which contains six sub-attributes. During the 
research, it is possible to modify the number of classes, 
attributes and sub-attributes (Mihailović, 2004). De-
pending on the number of data and relevant criteria, 
the fi nal data structure of research will be defi ned.

Sub-attributes are values that relate to attributes 
and are defi ned by managers based on the signifi cance 
of certain segments needed for conducting research. 
Sub-attributes in Table 1 are not of the same impor-
tance, and the way of structuring of multiple problem 
active manager participation in the process of its solv-
ing, are in the model of defi ning the weight of users’ 
criteria. More information can be seen in (Čupić & 
Suknović, 2008). 

Aggregation of criteria (sub-attributes) has been 
conducted based on the analysis of various current 
research, opinions from data mining experts and 
numerous discussions in order to generate the most 
relevant criteria for data values whose infl uences can-
not be neglected: complexity, accuracy, size of the 
sample, etc. (table 1).

For determination of values of criteria in multi-
criteria decision making, defi ning of vector coeffi  -
cients has been used. Criteria defi ned in the form 
of vector of coeffi  cients represent the exchange or 
mutual relation between the criteria. Certain hierar-
chical structure of problem of comparison of criteria 
between each other is the matrix of evaluation. For 
the purpose of testing the group, the soft ware made 
at the Faculty of Organizational Sciences in Belgrade 
has been used. More information on soft ware can 
be found on the web page of the Centre for business 
decision making.

Table 2 shows the comparison of the criteria sub-
attributes from the example of future research. Matrix 
of evaluation is square dimensions, equal to number 
of criteria in model. Th ere is no evaluation of criteria 
between each other and items are visible at the main 
diagonal. Th e other values are imported as a result of 
comparison of each criterion separately. Only direct 
values are imported, while inverted values are defi ned 
on their own, in this example through soft ware.

Solution to the problem has the following steps:
Matrix of comparison should be adjusted in pairs, 
so as to put the unit in the fi eld where each crite-
ria is compared to each other. In order to count 
the sum of elements in each column of adjusted 
matrix, with following equation:

1 ,  j=1,n
j ijil P n==å   (1)

Table 2. Matrix of evaluati on in pairs of criteria
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Lis the sum of elements of adjusted column,
P is the value of the criteria.

To divide each element of the column with the 
sum of values of that column, with the following 
equation:

,  =1, ,  =1,ij ij jh P l i n j n= ¸
 

(2)

Counting the sum of elements and then determine 
the arithmetic mean of each row. Column that has 
the middle values is actually the normalized vector.

1 ,  =1,n
i ijjW h i n==å  

(3)

W is the column of values of criteria elements 
in row, 
H is the value of criteria.

Middle value is determined by data in column W 
that splits with number of criteria and is shown 
in row t, because it is a square matrix.

,   =1,j jt w n j n= ¸
 (4)

In this manner, the value of each criterion in the 
model is calculated. Vector of coeffi  cients is normal-
ized and the sum of elements is equal to one. More 
information about the process of defi ning the vector 
of coeffi  cients can be found in (Čupić & Suknović, 
2008).

Figure 1. Dialog box for defi ning the level 
and att ributes of model

Figure 1 shows the initial step of defi ning the op-
tions for creating the level and attributes inside each 
level of the defi ned model. It is defi ned which method 
of multicriteria decision making will be used in re-

search (Promethee, Electre or AHP). For realization 
of this example, the method of analytical-hierarchical 
process (AHP) has been used.

Th e method of the analytical-hierarchical process 
(AHP) was defi ned by Th omas Saaty in the 1970s. 
AHP represents the tool and the analysis of deci-
sion making, created with the help of managers in 
solving the complex problems with multiple criteria 
and greater number of managers. AHP is based on 
the concept of balance used for determination of the 
overall relative signifi cance of the group of attrib-
utes, activities or criteria, and it relates to the analyzed 
problem of decision making.

Figure 2. Dialog box for defi ning 
the vector of coeffi  cients

Figure 2 shows the dialog box for assigning the 
signifi cance of each criterion related to others in the 
predefi ned table. Th e predefi ned table with nine op-
tions is Saaty’s most famous scale for assigning the 
weights that is confi dent in solving real problems of 
business systems. Saaty’s scale for conversion of lin-
guistic statements while comparing the signifi cance 
of pairs of criteria is put as a standard due to its sim-
plicity. Th e manager most oft en defi nes the relations 
between the criteria, and therefore the subjective as-
pect of the decision making is apparent.

Figure 3 provides an overview for the analysis of 
hierarchy between the defi ned levels of the model. 
Th ere is the infl uence and interdependence of the 
defi ned criteria of business decision making. Visual 
overview enables data mining to the user and adapta-
tion of the existing elements of the model. More infor-
mation on data mining trends can be seen in (Kriegel 
et al., 2007; Krüger et al., 2010; Bramer, 2007). Th ere 
is the infl uence of all sub-attributes on all data, the 
infl uence of all three types of data on three models of 
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decisions, and their overall infl uence on the goal of 
the model – creating the improved model of business 
decision making.

Aft er data processing by AHP method, there is the 
graphic with defi ned vectors of weight of criteria coef-
fi cient. Based on the graphical overview of the model, 
it could be easy to see the criteria that has high vector 
of coeffi  cients and, therefore, bigger value. Based on 
the given example, it is easy to see the signifi cance of 
data (with defi ned vector 0.14), accuracy (0.122) and 
possibility of processing (0.121).

Th e plan is to include the axiom of transitivity in 
future research. According to (Čupić & Suknović, 
2008), the axiom of transitivity states: if A is bigger 
than B, and B is bigger than C, than it follows that A 
is bigger than C.

A > B and B > C => A > C

As could be seen in Table 1, axiom of transitivity 
could be applied to the choice of class with the most 
suitable dataset according to the defi ned criteria by 
most optimal decision.

If the class "Decision 1" is more signifi cant (accept-
able, numerically bigger) than class "Decision 2", and 
class “Decision 2” is more signifi cant that “Decision 
3”, it follows that class “Decision 1” is more signifi cant 
than“Decision 3”. In this manner, the ranking of the 
fi nal results and classes would be easier, which would 
lead to the solution to the defi ned model of business 
decision making. More information on classes can be 
found in (Gupta et al., 2010).

If the axiom of transitivity is successfully applied 
to the example of classes and attributes, and if the 
application is scientifi cally verifi ed, it follows that it 
can be successfully used for choosing and compar-
ing the sub-attributes. According to Figure 4, de-
ductive method leads to the following conclusion: if 
sub-attribute “accuracy” has bigger numerical value 

Figure 3. Overview of segments of the defi ned model hierarchy 

Figure 4. Criteria levels defi ned by AHP method
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(defi ned according to the vector of coeffi  cients) than 
sub-attribute "precision", and "precision" has bigger 
value than sub-attribute "source confi dence" than it 
follows that sub-attribute "accuracy" has bigger value 
than sub-attribute "source confi dence". More infor-
mation can be seen in (Istrat, 2014).

Figure 5 shows the defi ned vector of coeffi  cients 
at the decision level. Decision 2 has the biggest vec-
tor (0.717) and the biggest value for the goal of the 
model. Here, the axiom of transitivity can be applied: 
if the vector of Decision 1 is bigger than the vector 
of Decision 2, and the vector of Decision 2 is bigger 
than vector of Decision 3, then it follows that the vec-
tor of the Decision 1 is bigger that the vector of the 
Decision 3. Decision 1 is of greater importance than 
the Decision 3.

CONCLUSION

Based on the current research of domestic and 
foreign experts in the fi eld of business intelligence, it 
has been shown that this area has vast potential but is 
still relatively unrevealed in some segments of applica-
tion. Th erefore, it is the challenge for the researchers 
and the area where signifi cant scientifi c and profes-
sional benefi ts can be provided. Innovative research 
approach to business intelligence is characterized by 
knowledge and creativity, as well as the use of mod-
ern data mining soft ware. Modern scientifi c methods 
analyze the results and off er recommendations and 
guidelines for further research.

Th e primary motivation for development of this 
model is to show the signifi cance that business in-
telligence has in the process of decision making for 

modern management. Th e aim is to create the busi-
ness decision making model that can be applicable to 
business systems of diff erent aspects and for commer-
cial purposes. Th e signifi cance of business intelligence 
for creating the model is shown, which can increase 
the eff ectiveness of the decision making process in 
management. 
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ULOGA POSLOVNE INTELIGENCIJE U SAVREMENOM ODLUČIVANJU

Rezime: 
Odlučivanje je veoma značajna i kompleksna funkcija menadžmenta koja za-
hteva metode i tehnike koje olakšavaju proces izbora jedne od više ponuđenih 
alternativa. U savremenom poslovanju veliki izazov za menadžment jeste pronaći 
alternativne načine za poboljšanje procesa poslovnog odlučivanja. Odlučivanje 
utiče direktno na stvaranje profita i pozicioniranje kompanija na tržištu.
Činjenica je da su se u svakoj fazi razvoja društva ljudi bavili fenomenom od-
lučivanja, što uslovljava širenje znanja o ovom procesu. Glavni doprinos ovog 
rada jeste da ukaže na značaj alata i tehnika poslovne inteligencije kao podrške 
menadžmentu u procesu odlučivanja. Rezultati ukazuju na ogroman značaj 
poslovne inteligencije u savremenom odlučivanju.

Ključne reči: 
poslovna inteligencija, 
odlučivanje,
odluka.
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