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Abstract

The paper deals with an application of the network (dichotomous) programming method for
solving multi-extremal problems and discrete optimization problems. The concept of a generalized
dual problem is introduced and a theorem on its convexity is proved. Network programming method
is used to build a business-forming project portfolio as well as an algorithm for solving completely
dependent related projects is developed. Also, this method is used to solve the problem of building a
business-supporting project portfolio for which the lower cost estimate is obtained. A computational
experiment is carried out to evaluate the suggested algorithm, which showed that for large
dimensions of the problem it is more effective than for solving the problem by linear programming
methods.
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1. INTRODUCTION portfolio: ‘An organization where projects are
managed together to coordinate interfaces,

The recent scientific literature suggests prioritize resources between projects, and
many definitions of project portfolio. thereby reduce uncertainty’. Artto et al.
According to Meredith and Mandel (2010) a (2001) consider a project portfolio as ‘a
portfolio is ‘a group or set of projects with collection of projects that are carried out in the
varying characteristics’. Turner and Miiller same business unit sharing the same strategic

(2003) propose the following definition of a objectives and the same resource pool’.
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International ~ Project = Management
Association argues that a project portfolio
can be seen as a collection of projects or
programs that are not necessarily linked to
one goal. Projects and programs are
combined into a portfolio in order to ensure
optimal use of the organization's resources
and achieve the strategic goals of the
organization while minimizing portfolio
risks (Coesmans et al., 2018).

Project portfolios may include not only
individual projects but also groups of
interrelated  projects combined into
programs. For example, an information
technology development program may be a
part of the portfolio of organizational
development projects.

Based on the above definitions we
consider in this paper a project portfolio as a
set of projects that are grouped in order to
increase management efficiency and to
achieve the strategic goals of the
organization.

Building of the effective project portfolio
is an important and complex task, which
implies taking into account the compliance
of project goals with the strategic goals of
the organization, and maximization of the
portfolio value for the organization under
existing resource constraints.

The main goal of this paper is the
application of the network (dichotomous)
programming method for solving multi-
extremal problems and discrete optimization
problems that allows to build a business-
forming project portfolio and a business-
supporting project portfolio.

This paper has the following structure. In
Section 3 the concept of a generalized dual
network programming problem is introduced
and the theorems are proved, the proofs of
which are used to solve the problems of
project portfolio formation. In Section 4 the

problem of business-forming project
portfolio building is analyzed and the
algorithm for its solving is developed. In
Section 5 the problem of building a business-
supporting project portfolio is examined, an
algorithm for its solution based on branch
and bound method is suggested as well as a
computational experiment is carried out to
estimate the computational complexity of the
algorithm. Section 6 contains a discussion of
the results and perspectives of possible
applications.

2. LITERATURE REVIEW

At the present time due to a high
competition in fast changing environment
efficient management of the project portfolio
is an important tool for the success of any
company. Project portfolio management
(PPM) helps to achieve the strategic goals of
an organization by means of management
and optimization activities applied to a
project portfolio under certain restrictions
(Archer & Ghasemzadeh, 1999; Hyviri,
2014; Mom¢ilovi¢ et al., 2014). According to
(Levine, 2005) PPM solves key problems of
project-based organizations: eliminates the
gap Dbetween project and operating
management and becomes a core of all
organizational activities. Project portfolio
synergistic effect may be described as a
simultaneous achievement of the best
financial, economic, social and other results
(Maizlish & Handler, 2005).

Most organizations seek to get the
maximum benefit from the projects
implementation included in the corporate
portfolio. At the same time, they operate
under a variety of constraints, such as time
deadline and resource limitations, product
project linkages and environmental
constraints.
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Over the past decades, a variety of
approaches have been suggested to optimize
the process of portfolio formation and
management, covering various aspects of
project management. Most approaches are
based on solving optimization problems
where it’s necessary to build a target function
describing the value of the portfolio and to
determine the system of constraints imposed
on its components.

The list of such approaches and examples
of their use includes: linear programming
method (Titarenko et al., 2018); dynamic
programming method (Gutjahr, 2011);
branch and bound method (Sharifghazvini,
2018); genetic algorithm (Yu et al., 2012);
knapsack method (Tavano et al., 2013);
probabilistic method including the use of
robust approach (Qingguo, 2015; Marcondes
et al., 2017; Yang et al., 2015; Yousefi et al.,
2018).

In 2003, the theory of network
programming was developed to obtain exact
solutions or upper (lower) estimates of multi-
extremal (in the particular case - discrete)
optimization problems (Burkov et al., 2003)
and, subsequently, it was advanced in the
following works (Burkov et al., 2005;
Burkova, 2009).

The theory of network programming
allows to represent a complex function as a
superposition of simpler functions. Such a
representation is called a network
representation and it is convenient to rep-
resent it as a graph of the network type, the
initial vertices of which correspond to
variables, and the rest correspond to the
functions included in the superposition. The
network programming method for solving
optimization problems is applicable when
both the objective function and the constraint
func-tion have the same network
representations (Burkov et al., 2005;

Burkova, 2009).

Taking into account that the theory of
network programming has a wide range of
applicability in various spheres including
project management (see, e.g. — Burkov et
al., 2017; Kondratjev et al., 2019; Burkov et
al.,, 2011) it seems reasonable to apply the
theory to the problem of project portfolio
formation that the paper deals with.

3. GENERALIZED DUAL PROBLEM IN
THE METHOD OF NETWORK
PROGRAMMING

The method idea is the possibility of
representing a function (or set of functions)
in the form of a superposition of simpler
functions. Such a superposition is convenient
to represent in the form of a directed network
without contours the inputs of which
correspond to variables (zero level), and the
rest of the nodes correspond to functions
included in the superposition (network
representation).

The problem solution at the final node of
the network gives an upper (lower) estimate
for the initial problem. If the network
representation is a tree, then the solution of
the problem in the final node of the network
gives the optimal solution of the initial
problem.

Definition 1. Functions (or two sets of
functions) are called structurally similar (s-
similar) if they have the same network
representation structures, i.e. the same
network with matching sets of variables at
each network node.

If the objective function and the set of
functions representing the constraints of the
problem are s-similar, in each node of the
network representation (starting from the
nodes of the first level), it is possible to solve
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simpler optimization problems with fewer
variables and (or) constraints.

Assume that we solve the maximum
problem and the objective function is a non-
decreasing function of its variables.

Theorem 1. The solution of the problem
at the final node of the network
representation (network input) gives an
upper estimate of the initial problem.

Proof. The set of solutions of the
modified network contains all the solutions
of the initial problem. These solutions have
the following form. If one arc of the obtained
solution enters the node corresponding to the
variable, then all arcs entering this node also
belong to the obtained solution. It follows
that the obtained optimal solution of the
modified problem gives a lower bound for
the optimal solution of the initial problem.

The requirement of a non-decreasing
objective function can be weakened if we
consider three-level structures (Figure 1):

F(x)=®[(x).0,(x)...0,(x)] (D)

In this case, it is enough to require non-
decreasing function ®(¢) by function ¢;,

j=1,m (Figure 1).

Figure 1. Three-level structure

Thus, the network programming method
provides a fairly universal way to obtain

upper (lower) estimates of a wide class of
discrete optimization problems as well as
multi-extremal continuous problems. These
estimates can be used in the branch and
bound method.

Assume that the structure of the network
representation is a tree. In this case, the
following theorem takes place.

Theorem 2. The solution of the problem
in the final node of the network
representation gives the optimal solution of
the initial problem.

Proof. The proof of Theorem 2 directly
follows from the Theorem 1, namely, for the
tree not only the set of solutions of the
modified network contains all solutions of
the initial problem. The opposite is also true
— the set of solutions of the initial problem
coincides with the set of solutions of the
modified network since the set of solutions
with input index is greater than when the one
is empty. []

Typically, there are many network
representations for the optimization problem.
Naturally, it raises the issue of a choice of
such a network representation for which to
get upper (lower) estimates is the minimum
(maximum).

Example 1. Let’s consider the problem of
maximizing the function

f(x)=2x+3x, +5x, )
under the constraint
o(x)= 3)(]2)(2 + 2.1\'22)63 <60, 3)

where x; are 2 or 3. To make f(x) s-similar
to o(x) , let’s write it as

(4)

f(x): 2x;+x, +2x, +5x5.
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In this case, the functions have a single
network representation structure (Figure 2),
where

Y =2x, + X, Yo =2x, +5x3;

)

2 2
2y =3x{ x5 2y = 2X5%5.

Figure 2. Single network representation
structure for functions f(x) and ¢(x)

Solve evaluation problems in node (y,, z;)
and (y,, z,).

At the node (y;, z;) we solve the
maximization problem y;, = 2x; + x, under
the constraint z; = 3x,%x, <P, where P;isa
parameter. The solution of this problem is
given in Table 1.

Table 1. The solution of the maximization
problem y, = 2x; + x, under the constraint
z; = 3x,’x, <P, where P, is a parameter.
P 24 36 54
Fi 6 7 8

At the node (v,, z;) we solve the
maximization problem y, = 2x, + 5x; under
the constraint z, = 3x,%x; <P, , where P, is
a parameter. The solution of this problem is
given in Table 2.

Table 2. The solution of the maximization
problem y, = 2x, + 5x; under the
constraint z, = 3x,2x; < P, , where P, isa
parameter

P, 16 24 54
) 14 19 21

At the node (f,p) we solve the
maximization problem F;(P;)) + F,(P,)
under the constraint P, + P, < 60. The
solution of this problem is given in Table 3.

Table 3. The solution of the maximization
problem F(P;) + F,(P,) under the
constraint P; + P, < 60

24; 19 48; 25 60;26

16; 14 40;20 52;21
F2; P2 . .

Fis Py 24:6 36,7

Optimal solution is defined by the cell
(60; 26). Upper estimate is equal to 26. Note
that this estimate corresponds to 2 solutions:
at the node (y,, z,) the solution is x,=3, x,=2;
at the node (y,, z,) the solution is x,=2, x;=3.
This pair of solutions does not define a valid
solution.

Take another network representation of
the function f(x) , i.e. take

V1= 2Xp, ya=3x,15x;. (6)

However, as shown above, solving two
evaluation problems we obtain an estimate
25. At the same time we have solutions: at
the node (y,, z;) the solution is x,=2, x,=2; at
the node (v,, z,) the solution is x;=3, x,=2.

Since the values x, in both problems are
the same, the pair of these solutions defines
the valid one, and hence is the optimal
solution of the initial problem.

Definition 2. The problem of finding a
network representation for which the upper
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(lower) estimate is minimal (maximal) is
called a generalized dual problem (GDP).

In (Burkova, 2009) there is a constructed
GDP for the classical problem of nonlinear
optimization

f(x) — max,
¢_,’(x) <b;,

xe X,

j=1m,

(7)

and simple network representation structure
(Figure 3), where x; is a j problem
constraint, m

X = ﬂxj .

j=0

06:’0

Figure 3. Network representation structure for
the problem of nonlinear optimization

Let’s introduce
functions /;(x) so that

generalized (dual)

2 hi(x)=f(x)

Jj=0

(8)

and consider (m+1) evaluation problem. The
first m evaluation problems are to maximize
hi(x) und;r the constraint ¢,(x)<b,. The last
problem is as follows

o) = £(x)=3 (x) = max, ©)
j=1

xe X.

If we indicate Fj(h;) as the value of the
objective function in the optimal solution of
Jj evaluation problem and F'(4) as the value of
the objective function in the optimal solution
of (m+1) evaluation problem, then
functional value of

mn

F(n)+> F,(n,;) (10)

gives an upper estimate for the initial
problem. GDP is the definition of functions
h;. j=0.m that satisfy (8) and minimize (10).
In particular, if we have h(x) = 4; ¢,(x),4; >0
, then GDP becomes the method of Lagrange
multipliers.

In (Burkova, 2009) it was proved that at
network representation (Figure 3) GDP is a
convex programming problem. Let’s give a
generalization of this result to arbitrary
network representation structures.

Theorem 3. GDP is a
programming problem.

Proof.  Let’s consider an arbitrary
network representation of the constraint
system structure. First, let’s consider a
method of constructing a network
representation of the objective function, s-
similar network representation of the
constraints system. Let the network G(x,u)
defines the network representation of the
constraints system, Q,;— the set of nodes of
the first level (from the nodes of this level
begin the solution of evaluation problems),
— the number of these nodes. Divide the
function f(x) into r of parts /;(x),

convex
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lei(x)— (11)

i€Q

In each node i we solve the maximization
problem z; = h,(x) under constraint ¢;(x) <p;
( p;—parameter). Indicate z9(p,h) as a value
z; in the optimal solution of this problem.
Indicate u; as a set of directly following
nodes for the node 7, ; as a number of these
nodes. Divide the function z%(p, ) into r; of
parts z,0(p;,h), jeu; . Indicate Q, as a set of
nodes of the second level, v; as a set of set of
immediately preceding nodes for a node
ieQ, . At node i let’s solve the maximization
problem:

5= Y 2)(pjih)

JEV;

(12)
under the constraint

(pi(pi)ﬁ pi,wherepiz{pj,je v,-}. (13)

Indicate z%(p,h) as a value z; in the
optimal solution of this problem. Solving the
problem at the first level nodes, let’s go to
nodes of the second level and etc. until to the
final node. Consider the problem (12) — (13)
solved at the nodes of the network. Let’s take
two feasible solutions of the generalized dual
problem 4, and 4, . It is obvious that their
convex linear combination 4 = ah! + (1-a)h?
is also a valid GDP solution.

There is also

(XZ?,-(,I?_,-JII)*L(]_a)z_(j)i(ﬂ,‘vhz) (14)

Z_(;i (p_,"h):

therefore

maxz “(p lz)
mde[a"“(p S+ (1=a) 2 (p, 0 )}_
<aleZ (p lz) (1- a)zz'/’,(p,.,hl):

Jev,
- /N,-(/),Jz) (I-a

)z (p,..h:).

Thus, at each node we get a convex
functional, which proves the theorem. []

Let’s consider examples of network
programming theory application to the
problems of project portfolio formation.

(p, /1

(15)

4. BUILDING OF BUSINESS-
FORMING PROJECT PORTFOLIO

4.1. Problem statement

There are m business-forming projects
(BF-projects). Each of such projects allows
you to implement n; related business
projects. Indicate a; as an effect of the
implementation of i-th business-forming
project i=1,m, a; — an effect of the
implementation of j-th related project, j=1,n;
in case if the /-th business-forming project is
implemented, J; is an effect of the
implementation of j-th related project, if i-th
BF-project isn’t implemented, ¢~
implementation costs of /-th BF-project, ¢;—
implementation costs of j-th project
accompanying for the i-th business-forming
project j=I,n;. Indicate x;=I, if i-th BF-
project is included in the portfolio, x;=0,
otherwise;  x;=I1, if j-th  project
accompanying to i-th BF-project project is
included in the portfolio, x;=0 alternatively.

Define

X;,i=l,m and Xy 0 :m, _/=E, (16)

maximizing
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A(x) :ixi(ai +i @, ]’Z %y (17)
i=l j=1 iJ

under the constraint

Z”:cixﬁz c,:,-x,-js R (18)
i=I ij

where R — the value of the investment
Fund.

4.2. Solution algorithm for completely
dependent related projects

Let’s consider the example when the
related projects are completely dependent on
the business-forming project, i.e. if the BF-
project is not implemented, the related BF-
projects also can’t be implemented. In
formal notation, this means that for 6,=0 all
7, j. The peculiarity of this example is the fact
that there is a network representation of the

problem with the structure of the
dichotomous tree type network
representation.

To show this, let’s consider the general
problem of formation a portfolio of
interdependent projects. There are n projects.
A matrix is given, a; elements of which
determine the effect (we can say, the
synergetic effect), if both project i and
project j are implemented. The problem is to
define x={x;}, i=1,n maximizing

A(x) =) ayxx; (19)
i
under the constraint
Z X, <R (20)

It is easy to show that the problem (17) —
(18) is a special example of the problem (19)
—(20).

Define a graph of project relations. It
consists of n nodes (by the number of
projects). Two nodes and j are connected by
an edge (i,j), if a;>0.

Let’s give a definition of a special type of
graph relations — "Bush". Consider the graph
in Figure 4. In fact, this graph reflects the
situation with several BF-projects, each of
which has several related projects. As is
known, a graph consisting of several trees is
called a forest. In our example, we are not
dealing with trees, but rather with "bushes".
It is therefore natural to call a graph
consisting of several "bushes" by a “shrub”
(Figure 4).

Figure 4. "Bush" type graph

Let’s ask when problem (19) — (20)
admits a network representation with a
dichotomous tree structure. The answer to
this question is given by the following
theorem.

Theorem 4. In order that problem (19) —
(20) allows a network representation of the
dichotomous tree under any aiﬂéO, it is
necessary and sufficient that the project
relations graph is a “shrub”.

Proof. The sufficiency is obvious.
Indeed, the "shrub" admits a network
representation with a dichotomous tree
structure. Such a representation for one bush

is shown in Figure 5. []
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Yi=a.x;

i1l

Yio=Yi1 +a;3%;3

Ta,X,

A=y +a;)x;

Figure 5. The structure of the "bush" network representation in the form of a dichotomous tree

Necessity. Let the graph of relations is not
a “bush”, i.e. there is always a chain of
length 3 in it. However such a chain can’t be
realized under arbitrary a;#0 dichotomous
tree structure that is easy to verify. []

4.3.
projects

Partially dependent related

Consider a situation in which one or more
related projects have their own businesses
independent of the business project. This
situation corresponds to the graph of
relations (Figure 6).

Figure 6. Graph for related projects that have
their own businesses

Problem statement. Define {x,},{x;/,
i=1,m, j=I,n; maximizing

A(x):Z QXX +z ax; + Z é‘iixij 1)
i i ij

under the constraint
z CpXy + Z cx; <R
i i

Note that the interaction graph of projects
is no longer a “shrub”, so there is no network
representation with the structure of the
dichotomous tree. The exception is the
special case when the business-forming
project has only one accompanying project.

To solve the problem, let’s consider two
options x;=0 or x,=1 for each “bush”.

(22)

1 step:

1 variant x,=0. Solve problem for each i:
define {x;}, j=1,n; maximizing

B,(x)=2. ;%
J
under the constraint

2 ¢y <Ry
j

where R;— parameter. 0<R,<R .

As a result, we get the dependence
B;;(R;)of the i-bush maximum effect on the
amount of funding R;. The above problem is
solved by the method of dichotomous
programming.

(23)

(24)
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2 variant x;=/. Solve problem for each i:
define {x;/, j=1I,n; maximizing

B (x) :Z (a,.j +0; )xij +a.
i.j
under the constraint

D % SRi—¢
F

As a result, we define the dependence
B;>(R,) of the i-bush maximum effect on the
amount of funding R,.

Find dependence

(25)

(26)

B;(R.)=max[B,(R,), B,(R,)]. 27)

2 step:

S‘C)I\./e' problem: define R, j=Im
maximizing

B(R)=2_B/(R;) (28)
under the clonstraint

Z R <R. (29)

The problem, as above, is solved by the
method of dichotomous programming. The
solution is the reverse method.

5. FORMATION A BUSINESS -
SUPPORTING PROJECT
PORTFOLIO

5.1. Problem statement
Suppose there are m types of needs

required to provide a certain group of
businesses. There are also » business-

supporting projects (BSP) each of which is
able to meet the need for a specific product.
Indicate b; as the implementing cost of the j-
BSP, ¢;— the cost of providing i-need by j-
BSP.

Definition. Portfolio of the O business-
supporting projects will be called complete if
for any need there is a BSP jeQ that can
respond to this need. Indicate R; as a set of
BSPs that can responds i-need, where

Ti=RiNQ (30)
a set of BSPs from the full set O that can
respond the i need. It is obvious that
consumers (businesses) will choose BSP s,
which will provide the need with the
minimum cost, that is

Cis = YITE“[,‘ Cij - (31)
The total cost of providing businesses will
be

n

C(Q)= > b, +> minc; .

JjEQ =l jeT;(Q)

(32)

Problem statement. 7o determine the full
set of Q BSPs in which the total cost (32) is
minimal.

Comment 1. If a large time interval is
considered, then to define ¢; discounting
periods should be taken into account.

Comment 2. It is supposed that the
implementation of BSPs is carried out in one
period.

5.2. Lower cost estimates obtaining

To obtain the lower cost estimates, apply
the network programming method. Indicate
P; as a set of needs that j BSP can provide,
m; is a number of such needs. Divide each j
BSP for which m;>1 to m; elementary BSPs



1. Burkova / SIM 16 (1) (2021) 5 - 19 15

with implementation cost s;, i€p; so that

ZS,-,- =bj. ] =Ln

iep

(33)

It is obvious that each elementary BSP
provides only one need. In this case, the
problem is easily solved. Namely, it will
provide i- need for BSP £, for which the cost
is

Cir T Six = I;l’elan Cij * 8y (34)
The total cost is
5(Q)= minlc; +s;) (33)

i=1 /<N

Theorem 5. Total cost (35) gives a lower
estimate of total cost (32).

Proof. The proof follows from the fact
that any solution to the minimization
problem (32) is a valid solution to the
problem (33), (35).

Generalized dual problem. Define {s;/,
satisfying (33) and maximizing (35). []

The problem is easy to reduce to the
problem of linear programming. To do this,
let’s take the variables

w; =minlc, +s,), i=1n. (36)
JjeR; ‘

It is obvious that

c,.j+s,.j2u,-,i=l,m,jeRi. (37)

We have a linear programming problem:
maximize

U=Zui

under the constraints (33) and (37).

(38)

Corollary. If a feasible solution to the
initial problem is obtained as a result of the

solution of the generalized dual problem,
then this solution is optimal.

Proof. The proof follows from the fact
that we obtain an achievable lower estimate,
it means that the corresponding solution is

optimal. []
5.3. Branch and bound method

The solution results of the generalized
dual problem, which give a low estimate for
the initial problem, can be used in the branch
and bound method.

Note that the exact solution of the
generalized dual problem requires the
solution of the linear programming problem.
This will require computational time that
may not be offset by a possible decrease in
the number of branches. At the same time,
any feasible solution to the generalized dual
problem gives a lower estimate for the initial
problem. Therefore, we can take any feasible
solution of the generalized dual problem to
obtain a low estimate of subsets.
Computational experiments show that good
results are obtained by choosing such s;
values for which values s; + ¢;; are equal for
all iep; .

From s; + ¢; = u, iep; define

S =U;=C;, L€ P (39)

Z Sy = myu ;= Z ¢y =b; (40)

i€p; i€p;

“i:L b+ ¢ 1)
‘ m_i ‘ i€p; .

Comment. Ifu; - ¢; < 0, then assume that
s; = 0 and repeat the procedure to define the
rest s;.
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5.4. Computational experiment

There was developed a computer program
to assess the computational complexity of an
algorithm with the help of which problems of
varying complexity were solved. The
complexity of M problem was estimated by
the number of variables of the generalized
dual problem, i.e.

M :i(mj—l)

Each problem was solved in two ways. In
the first one, a generalized dual problem as a
linear programming problem was solved to
obtain lower estimate. In the second method,
the lower estimates were obtained on the
basis of a fixed partition based on
expressions (40), (41). 5 problems for each
dimension from 3 to 15 were solved.

The results are shown in Table 4.

The table shows that at small dimensions
(from 3 to 6) the obtaining estimates by
solving the problem of linear programming
have less computational complexity.
However, for large dimensions, obtain-ing
estimates based on a fixed partition is more
efficient.

(42)

6. CONCLUSION

The paper examines the application of the
network programming theory for the project
portfolio formation. To this end, the concept
of a generalized dual problem as problems of
network representation are introduced, for
which the upper (lower) estimate is minimal

1. Burkova / SIM 16 (1) (2021) 5 - 19

(maximum) and it is proved that the
generalized dual problem is a convex
programming problem.

This result is used to develop a number of
algorithms for the project portfolio
formation, including, in particular, business-
forming and business-supporting projects.
The lower estimates of the portfolio value
are obtained and it is shown that the results
of solving the generalized dual problem can

be used in branch and bound method, often
used in solving discrete optimization
problems.

Network programming method is used to
solve other problems that arise in the project
management, e.g., the development of
programs for destruction of chemical
weapons, providing road safety, and re-
structuring of various enterprises (Burkov et
al., 2017; Kondratjev et al., 2019; Burkov et
al., 2011). The tools of the method can be
applied in such areas of project management
as project risk management, communications
management, quality management, contract
management.

Based on the results of the study, it’s
possible to suggest a universal scheme of the
network programming method application
for project management problems consisting
of the following steps:

1. Building network representations for
the target function and constraints with the
same structure.

2. Setting initial values of dual variables.

3. Solutions of the assessment tasks.

4. Purposeful change of dual variables
values.

Table 4. Computation results (assessing the computational complexity of the algorithm)

M 3 4 5 6 7 8 9 10 11 12 13 14 15
I method, T (m/sec) 0.5 0.7 20 50 10 21 40 60 100 150 200 300 500
Il method, T (m/sec) 0.8 1.0 30 48 8 15 25 43 60 90 150 250 400
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Promising area of the network
programming method application can be also
the development of effective algorithms for
solving various traditional problems of
discrete optimization.

These algorithms allow to develop
universal program products that solve a wide
range of problems of discrete and multi-
extreme optimization, creation of intelligent
control systems.

The network programming method has
certain limitations on the scope of its
application. They are associated with the
difficulties of formalizing management
decisions and taking into account project
uncertainty and risk. Therefore to improve
the efficiency and reliability of management
decisions it is suggested to apply the network
programming method in combination with
the robust approach for assessing risk
parameters.
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IMPUMEHA TEOPUJE MPEKHOI' IIPOI'PAMUPAIBA 3A
OOPMHUPAILE ITOPT®OJINA TPOJEKTA

Irina Burkova, Boris Titarenko, Amir Hasnaoui, Roman Titarenko

H3Bog

VY pany ce roBopH 0 IPUMEHH MPEXKHE (JIMXOTOMHE) METOZIe TIPOTpaMHUparba 3a peliaBambe MYJITH-
eKCTpEMHHUX TpodiieMa © JUCKPETHHX IpolOiieMa ONTHMHU3anuje. YBEAEH j€ KOHIISIT
TeHEPaJM30BaHOT JIyallHOT IMpoOieMa W JoKa3zaHa TeopeMa O HHeroBOj KOHBEKCHOCTH. Metona
MPEXHOT TpOorpaMHpama KOPUCTH Ce 33 M3rpajmby MopTdoina Mpojekara Ha KojuMa ce 3acCHUBA
MTOCJIOBaE, K0 M aJTOpUTaM 3a pelllaBame MOTITYHO 3aBUCHUX MTOBE3aHMX IpojekaTa. Takohe, oBaj
METOJI Ce KOPHCTH 3a pelIaBame MmpodiemMa H3rpaimke MOCIOBHOT OPTGhora Impojekara 3a KOju ce
Jo0Mja HUKa TPOIIeHa TPOIIKOBA. V3BpIlEH je padyHCKH €KCIIEPUMEHT 3a TPOIICHY MPEJIOKEHOT
aJNToOpUTMAa, KOjU je TI0Ka3ao0 Ja je 3a BeNHKe AUMEH3Hje MpobiemMa, OBaj MPHUCTYI ePUKACHU]U O
pemaBama npoblieMa MeToiaMa JIMHEapHOT IPOTrpaMuparba.

Kwyune peuu: mpojekar, moptdoivo MpojeKara, MPEXKHO IPOrpaMHpame, YOIIITEHH TyalHd
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