~ Serbian
Serbian Journal of Management 12 (1) (2017) 1 - 27 Jou ffn al
o
ro—— g Management
www.sjm06.com T —

MULTI-CRITERIA DECISION MAKING: AN EXAMPLE OF
SENSITIVITY ANALYSIS

Dragan S. Pamucar, Darko BoZani¢ and Aca Randelovié¢

University of defence in Belgrade, Military academy,
Pavla Jurisic¢a Sturma 33, 11000 Belgrade

(Received 11 October 2015; accepted 02 July 2016)

Abstract

This study provides a model for result consistency evaluation of multicriterial decision making
(MDM) methods and selection of the optimal one. The model is based on the analysis of results of
MDM methods, that is, the analysis of changes in rankings of MDM methods that occur as a result
of alterations in input parameters. In the recommended model, we examine sensitivity analysis of
MDM methods to changes in criteria weight and result consistency of methods to changes in
measurement scale and the way in which we formulate criteria. In the final phase of the model, we
select the most suitable method to solve the observed problem and the optimal alternative. The model
is tested on an example, when the optimal MDM method selection was required in order to determine
the location of the logistical center. During the selection process, TOPSIS, COPRAS, VIKOR and
ELECTRE methods were considered. VIKOR method demonstrated the biggest stability of rankings
and was selected as the most fit method for ranking the locations of the logistical center. Results of
the demonstrated analysis indicate sensitivity of standard MDM methods to criteria considered in this
work. Therefore, it is necessary, to take into account stability of the considered method during the
selection process of the optimal method.
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1. INTRODUCTION problem often results in different solutions.
Consequentially, the alternative choice does

Multicriterial Decision Making (MDM) not depend solely on the criteria that we use
methods are characterized by a particular to evaluate those alternatives, but on the
mathematical apparatus because of which MDM method that we use as well. Due to the
application of different methods on the same difference in numerical techniques of
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methods, one can expect different ranking
results, that is, different alternative choices.
In accordance with that, as emphasized by
Triantaphyllou and Mann (1989), there is a
paradox present in the process of MDM
method selection: “Which MDM method to
use so that we use the best MDM method?”

In the last couple of years, there have been
frequent comparative analyses by authors
who conduct comparison of results gained
through use of several different MDM
methods (Rodrigues et al., 2014; Anojkumar
etal., 2014; Liu et al, 2013; Wang & Tzeng,
2012; Peng et al., 2011; Yang et al., 2008).
However, the fact that there are multiple
methods that recommend the same choice is
not a satisfactory warranty of rationality and
quality of the calculated solution (Pavlici¢,
1997). Because of cases when those results
are not mutually consistent, there is a call for
evaluation of stability of the calculated
solution besides the use of multiple methods
when solving MDM problems. A good
indicator of stability of a calculated solution
is the examination of changes in situations
when value factors that are included in the
MDM model are varied. In other words,
MDM method selection needs to be
objectified. Pamucar and Cirovi¢ (2015)
emphasize that objective MDM method
selection implies defining criteria based on
which rationality of calculated results would
be evaluated, and that would enable
comparison of related methods and selection
of the optimal one. In that context, reliability
of'a method can be defined as the measure of
trust of the decision maker in the results
obtained by using that method.

It often happens that authors do not
analyze solutions with multiple MDM
methods and do not conduct sensitivity
analysis (Chang, 2014; Ahari & Niaki, 2014;
Liu & Wu, 2013; Morteza & Farokh-Payam,

2015); instead, based on the results obtained
by using a single method they make a
selection of the optimal alternative. In other
cases, like Kelemenis and Askounis (2010)
or Bottani and Rizzi (2006), analysis of
previously mentioned influence is not
conducted; instead, comparison of applied
procedures and obtained results with results
obtained through other methods is
conducted. Similar to this, Mulliner et al.
(2013) did not compare results from
COPRAS method with results obtained
through other methods, nor did they conduct
sensitivity or reliability analysis of methods,
instead they referred to works in which it is
possible to see comparison of results of use
of different MDM methods.

Examples of analysis of ranking results
accordance obtained through different
methods can be seen in Rodrigues et al.
(2014), Liu et al. (2013), Peng et al. (2011),
Yang et al. (2008). It should be noted that
results of this kind of research depend on the
observed method choice and characteristics
of problems that those methods are being
applied to. In accordance with that, there are
different conclusions made by different
authors. In works in which robustness and
stability analysis of obtained solution is
conducted in MDM, besides comparison
with solutions gained thorough other
methods and techniques, analysis is often
based on appropriate sensitivity analysis of
results to changes of certain parameters in
decision making model (Yu et al., 2012;
Stevens-Navarro et al.,, 2012; Li et al.,
2013a; Li et al., 2013b; Corrente et al., 2014;
Kannan et al., 2014).

Triantaphyllou and Mann (1989)
emphasize two criteria for MDM methods
analysis. First criterion refers to fulfillment
of result consistency conditions in a case
when a method, applied on a multi-
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dimensional problem, is applied on a single-
dimensional problem (i.e. problem in which
there is only one unit of measurement), and
the second criterion refers to the stability
conditions of the best ranked alternative, in a
case when some alternative (not the best
one)is replaced by another worse alternative,
whereby the weight coefficients of decision
making attributes do not change. In their
study, Triantaphyllou and Mann compared
four methods (WSM-weighted sum model,
WPM-weighted product model, AHP-
analytic hierarchy process and Revised AHP-
revised hierarchy process). Those two
authors concluded that none of the
considered methods is completely effective
in terms of both evaluative criteria. In 1996,
Triantaphyllou and Lin examined five fuzzy
multi-attribute decision-making methods
(fuzzyfied WSM, WPM, AHP, revised AHP
and TOPSIS) in terms of the same two
evaluative criteria, adapted to fuzzy
environment. Just like the previous study,
when four crisp methods were compared,
they came to same conclusions: that none of
the examined fuzzy methods is perfectly
effective in terms of both evaluative criteria
and that precision methods decrease with the
increase of complexity of the decision
making problem.

As specified in shown researches,
selection of optimal MDM method is a very
complex problem which without prior
sensitivity analysis of the solution can have a
wrong selection as a consequence if an
MDM method which gives inconsistent
solutions is used. Therefore, there is a need
to define models for result consistency
evaluation of methods of multicriterial
decision making. Therefore, it si necessary to
define the model for sensitivity analysis
(evaluation of result consistency) of MDM
methods. The main goal of the sensitivity

analysis of the method presented in this work
is to select such method that keeps the
majority of priorities in scenarios during the
change of weight coefficients and which
keeps the rankings of alternatives in case of
change of the measurement scale and change
in the way the criteria is formulated. The
model for sensitivity analysis of MDM
methods presented in this work recommends
a general procedure for the selection of the
most suitable MDM method for the observed
problem. The model was tested on the
example of logistical center location
selection and the results of are presented in
section 5. It is necessary to emphasize that
the results presented in section 5 refer only to
the observed example of the logistical center
location selection and cannot be generalized.

Model is displayed with two parts. The
first one represents a model for consistency
evaluation, and then its application is
described. Application of a model is depicted
on the example when logistical center
location selection was made by using
COPRAS, TOPSIS, VIKOR and ELECTRE
methods. In the last part of the work, final
considerations and recommendations for
future research and advancement of the
recommended model are given.

Before any further explanation of the
recommended model, we are going to
explain the basic setup of methods used in
this work. Four methods were used:
COPRAS, TOPSIS, VIKOR and ELECTRE.

1.1. COPRAS method

Ranking alternatives by the COPRAS
method assumes direct and proportional
dependence of significance and priority of
investigated alternatives on a system of
criteria (Ustinovichius et al., 2007). The
selection of significance and priorities of
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alternatives, by using COPRAS method, can
be expressed concisely using four stages
(Ustinovichius et al., 2007; Viteikiene &
Zavadskas, 2007).

For normalization in COPRAS method
the following formula is used:

%, = (1)

where x; is the performance of the i-th

alternative with respect to the j-th criterion,
X; is its normalized value, and m is the
number of alternatives.

In COPRAS method, each alternative is
described with the sum of maximizing
attributes S,;, i.e. optimization direction is
maximization, and minimizing criteria S,
i.e. optimization direction is minimization.
In order to simplify calculation of S,;and S
in the decision-making matrix columns
maximizing criteria are placed first, followed
by the minimizing criteria. In such cases, S;
and S is calculated as follows:

k

S+i=z'%;j.qj ()
=
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In formulas (2) and (3), & is the number of
maximizing criteria; n is total number of
criteria; and g; is significance of the j-th
criterion.

The relative weight Q; of i-th alternative is

calculated as follows:

>s,
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The priority order of compared
alternatives is determined on the basis of
their relative weight. The alternative with
higher relative weight has higher priority
(rank), and the alternative with the highest
relative weight is the most acceptable
alternative.

1.2. TOPSIS method

The TOPSIS method is one of the most
widely used MDM methods. The basic
principle of TOPSIS method is that the best
alternative should have the shortest distance
from the ideal solution and the farthest
distance from the anti-ideal solution. A
relative distance of each alternative from
1deal and anti-ideal solution is obtained as

S’
Sr+S;’

)

i=1,...,n

O =

where S, and S; are separation measures of
alternative i from the ideal and anti-ideal
solution, respectively; Q; is the relative

distance of alternative i to the ideal solution,

and O, €[0,1] .
The largest value of the criterion Q;
correlates with the best alternative.

Therefore, in TOPSIS method, the
alternatives are ranked on the basis of their
0, in ascending order, and the alternative
with the highest value of @, is the best
ranked. The best ranked, or the most
preferable, alternative 4, can be determined
using the following formula:

A;'PS {Ai = max Q,}

The separation measures of each
alternative, from the ideal and anti-ideal
solution, are computed using following
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formulas:

(6)

(7

where element r; represents the performance
of alternative 4; in relation to criterium C;.
C,) and n
, A,) matrix R has the

For m criteria (C,, C,, ...
alternatives (4,, 4,, ...
shape R=[r;],,» -
Values (w;, w,, ..., w,,) represent tweight

values of criteria that satisfy the condition

n
Zi:l Wi -

The ideal A* and the anti-ideal 4- solution
in TOPSIS method can be determined using
the formula (8) and (9), respectively

A :{(maxvi/.|j eG),(minvl./,jeG' ),i=1,..,n} ={vf,v§,.,.,v,:} (8)
A :{(minv‘j\je G),(maxv,, j € G'),i:I,..,n} :{vl’,vz’,...,v;} (9)

It can be seen from the formula (6) and (7)
that the ordinary TOPSIS method is based on
the Euclidean distance. In addition to
Euclidean distance, some examples are
presented in literature where TOPSIS
method was wused with other metrics,
especially with a city-block distance (Chang
et al., 2010; Shanian & Savadogo, 2006).

1.3. VIKOR method

VIKOR method represents an often used
method for multicriterial ranking, suitable fo
solving different decision-making problems.
It is especially suitable for situations where
criteria of quantitative nature are prevalent.
VIKOR method was developed based on the

elements of compromise programming. The
method starts from the “border” forms of L
metrics (Opricovi¢ & Tzeng, 2004). It seeks
the solution that is the closest to the ideal. In
order to find the distance from the ideal point
it uses the following function:

LP<F*’F)={i[ﬁ—ﬁ(x)]”} d<pze (10)

J=

This function represents the distance
between the ideal point F* and point F(x) in
space of criteria functions (Opricovi¢ &
Tzeng, 2004). The compromise solution is
obtained by minimizing this function.
Opricovi¢ and Tzeng (2004) state that p has
the role of the balancing factor between the
overall benefit and and the maximum of
individual deviation. Smaller values of p
emphasize the group benefit, while greater
values of p increase the weight given by
individual deviations.

The essence of VIKOR method is that for
every action it finds the value of Q;, and then
it chooses the action which has the lowest
listed value (the smalles distance from the
“ideal” point). The measurement for
multicriterial ranking of the i-th action (Q;) is
calculated from the equation:

0 =v-0S,+(1-v)OR, (11)
where
S-S
05 =5+ (12)
R-R
OR = rEy (13)

where §* =min §;, §~ = max §;, R* = min R,
and R” =
pessimistic solution, and R; the expected

max R; , while §; represents

solution.
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By calculating values of OS,, OR; and O,
for every action, three independent ranking
lists can be formed. The size of QS;
represents the measurement of deviation
through which the demand for maximal
group benefit (the first ranking list) is
expressed. The value of QOR, represents the
measurement of deviation through which the
demand for minimization of distance of
some action from the “ideal” action (second
ranking list) is expressed. The value of Q;
represents the forming of compromise
ranking list which ties together the values of
0S; and QR,; (the third ranking list). By
choosing the smaller or the greater value for
v (the strategic weight of satisfying the
majority of criteria), the decision-maker can
factor the impact of the value of OS; or the
value of OR; in the compromise ranking list.
As the reliable ranking list by VIKOR
method, we take the compromise ranking list
with the value of v =0.5.

1.4. ELECTRE method

This is one of the first methods of the
multicriterial ranking of alternatives. It has a
broad application in practice when it comes
to solving problems of inability to determine
the strict domination of one action over the
other (Wang & Triantaphyllou, 2008;
Triantaphyllou, 2000). In those cases, there
is the necessity to bring in the so-called
connections of the higher order, that is,
defining criteria for “mechanical” ranking.
In practice, the most common method is the
method ELECTRE I, however, a few
variations of this method have been
developed as well, such as: ELECTRE II,
ELECTRE III and ELECTRE IV. The
similarity of all the modalities of this method
is reflected in the same initial steps, and

certain differences occur from the moment
when the most acceptable alternative is to be
selected.

ELECTRE method is based on comparing
actions (alternatives) in pairs. It is necessary
to meet two conditions (1) the condition of
agreement — defined by the desired level of
agreement and the real index of agreement
and (2) the condition of disagreement —
defined by the desired level of disagreement
and the real index of disagreement.

The agreement and disagreement indexes
represent the quantitative pointers of
agreement or disagreement that an
alternative “a” can be ranked higher than the
alternative “b”, by all criteria at the same
time. The first thing to examine is the degree
of agreement between the weight preferences
and paired connections of domination,
followed by the degree of disagreement by
which the evaluation of weight of certain
actions is different. Because of that, this
method is sometimes referred to as the
analysis of agreement in literature. More
details about the application process of this
method can be found in (Wang &
Triantaphyllou, 2008; Rogers & Bruen,
1998).

2. MODEL SENSITIVITY
ANALYSIS (CONSISTENCY
EVALUATION) OF MDM METHODS

FOR

Objective selection of decision making
procedure assumes defining criteria based on
which rationality of its results could be
evaluated, and at the same time it would
enable comparison of related methods and
the selection of the most rational one. In the
general case, model for result consistency
evaluation of MDM methods and the
selection of the optimal one for the analyzed
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problem consists of two phases (Figure 1).
First phase represents the decision making
problem setting and the application of
mathematical MDM methods on the
observed problem. As the result of the first
phase we get alternatives ranking based on
MDM methods. Second phase examines
sensitivity analysis of MDM methods to
changes in weight of criteria and consistency
of method solutions to changes in
measurement scale and the way in which
criteria are formulated. As a result of the
second phase, the optimal MDM method is
selected that meets the following conditions:
(1) it keels the first-ranked priorities in the
majority of scenarios during the change of
weigh coefficients and (2) keeps the rankings

of alternatives in case of change of the
measurement scale and (3) keeps the ranking
of alternatives in case of change in the way
of criteria formulation. Sensitivity analysis
result is the selection of the most favorable
MDM method to solve the observed problem
and select the optimal alternative.

First phase of “MDM method
application” is different from one other
situation and depends on the problem that is
being solved, knowledge of persons who are
applying methods etc. By analyzing works
that have dealt with issues of sensitivity
analysis one can conclude that second phase
should consist of: 1) solution stability
assessment in a case when weight of criteria
is changed; 2) result consistency analysis

Decision making problem formation

<

First Phase

MDM method application

Problem setting-alternative and evaluation criteria
selection

MDM method application-criterion functions value
calculation and alternative ranking

&

Second Phase

MDM method consistency analysis

Evaluation of solution stability according to changes
in weight of criteria

Result consistency depending on the change of the
measurement scale (qualitative criteria)

Result consistency depending on the changes of the
criterion formulation way

<L

Selection of the most favorable MDM method for
evaluation of recommended variable solutions

<L

Optimal alternative choice

Figure 1. Model (algorithm) for evaluation of result consistency of MDM methods
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according to changes of measurement scale
which is used to depict qualitative criteria
and 3) result consistency analysis
considering criteria formulation in a case
when the same criterion can be shown in two
normatively equivalent ways.

By consistency, we mean stability of
results of MDM methods in case of change
of measurement scale which are used to
describe quantitative criteria and in case of
change of the way criteria are formulated.

2.1. Stability of MDM methods
solutions — The criteria weight change

Results of MDM methods mostly depend
on the values of weight criteria coefficients,
that is on the relative importance that we
attribute to particular criteria. Sometimes
final choices change with minor changes of
weight criteria coefficients, due to that fact,
MDM methods results are followed by an
analysis of their sensitivity to these changes.

The goal of sensitivity analysis of MDM
methods to changes of criteria weight is to
determine the way in which changes of
criteria weight lead to changes in alternative
rakings. This kind of analysis can be used to
confirm rankings which were obtained
through mathematical models and selection
of the optimal alternative. However,
sensitivity analysis of MDM methods to
changes of weight coefficients criteria is not
enough to base our conclusions about the
reliability of results given by MDM
methods. Therefore, it is necessary to
conduct consistency analysis of these results
based on the changes of measurement units
in which values of certain criteria are given
and consistency analysis of results based on
the formulation of criteria.

2.2.  Stability of MDM methods
solutions — The measurement scale change

Measurement scale independence (MSI)
condition is formulated based on the so
called independence of value scale condition
which is applied in the normative theory of
decision making in risk and uncertainty
conditions (French, 1988).

French (1988) defined MSI condition for
evaluation of procedure selection that we use
to choose one action from a set of m actions,
A;,i= 1,2, ..., m whose outcomes depend on
1,2, ..., n.
Value of the outcome of an action 4, during

n possible circumstances ¢, j =

the realization of circumstance 6, is labeled
as v; and expressed in cardinal units of
usefulness of the decision maker, that is, we
measure it on an interval scale. We can
measure cardinal values on different
measurement scales, whereby outcome
values are measured on two scales, v; and Vi,
mutually connected by positive affine
transformation.
v, =av,+b (14)
where a and b are constants under condition
of a> 0.

MSI condition in this work is adapted to
needs of consistency analysis of MDM
methods. By applying the decision making
method that satisfies the MSI condition we
get a consistent result, that is, a unique
ranking list of alternatives independent from
the scale that we used to measure their
outcomes. Therefore, ranking result based on
a certain MDM method must not depend on
a measurement unit which we use to express
the value of any attribute with the condition
that different measurement unites of the
observed attribute are mutually connected by
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a linear or positive affine transformation.

In other words, whether we measure
length in meters, kilometers or miles,
temperature in degrees Celsius or
Fahrenheit, and income in euros or pounds,
results obtained through MDM methods
have to be the same. Also, whether we
measure qualitative attributes on 1, 2, 3,4, 5
scale or its positive affine transformation
y=2x-1, that is, on the 1, 3, 5, 7, 9 scale, the
final ranking list of alternatives must not
change.

2.3. Stability of MDM methods
solutions — The criteria formulation
change

Criteria formulation independence (CFI)
condition is formulated based on the
descriptive invariability condition which is
described in behavioral theory of decision
making as the condition of choice rationality
of an individual decision maker (Kahneman
& Tversky, 1981). If there are multiple ways
to show alternatives and if these ways are
mutually normatively equivalent, according
to those alternatives, an individual’s
preferences should not depend on selected
formulations, that is, they should be
independent from so called frameworks
(Pavlici¢, 2002).

Rational decision makers tend to choose
the optimal alternative, that is, the one with
the highest possible values of income criteria
and the lowest possible values of expenditure
criteria. If for example, production workers
are evaluated based on the quality of
production and achieved productivity, then
the ranking list must not depend on the fact
that the first criterion is formulated as “the
percentage of working products” or as “the
percentage of spoilage”. Also, the ranking
list must not depend on the fact that

productivity is measured based on “the
number of products in a unit of time” or “the
time required to produce a single unit of
product”.

Results of experimental psychology show
that this condition is often violated in
practice. When we rephrase the alternatives
shown in their positive framework to the
negative framework, a phenomenon of
reversed preferences occurs. The most
famous example in literature is demonstrated
during the selection of two therapies (A and
B) in order to cure the same illness.
Individual preferences towards those
therapies change with the change of their
outcome (Kahneman & Tversky, 1979).
When outcomes are expressed as survival
outcomes (positive framework) majority of
the examinees choose therapy A. When the
same results are expressed in percentage of
mortality (negative framework), most of the
examinees choose therapy B. Because the
mortality and survival percentages mutually
add up to 100 (% of mortality = 100 -% of
survival) we can conclude that the two
formulations are normatively equivalent, that
is, they represent equally precise and
identical descriptions of alternatives based
on the content.

The decision makers during the
formulation of criteria which we use to
describe variant solutions are in a similar
situation. So, for example, the criterion of
speed of lifting/lowering weight can be
represented as the expenditure criterion
(negative framework) which is expressed as
the time required for the crane to lift/lower
the weight one meter. The same way, listed
criteria can be represented as the income
criterion (positive framework) expressed as
the height on which a forklift needs to
lift/lower the weight in one minute. Positive
and negative framework are connected with
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a function X = C/Xj+, where C is a constant.
It does not matter if the speed of
lifting/lowering weight criterion is observed
in positive or negative framework, the result
(ranking) of a MDM method should be
consistent (Pamu¢ar & Cirovi¢, 2015).
Pavli¢i¢ (2002) emphasizes that the
appearance of reversed preferences
maintains irrationality of the decision maker
who should reexamine his/her attitude
towards the alternatives and before making
the final decision eliminate the effect of the
“framework” on the choice. From this, we
can conclude that if we request this level of
rationality from an individual decision
maker, we need to make sure that the MDM
methods we use as a way to support rational
decision making satisfy the same condition.

3. INITIAL RESULTS: APPLICAITON
OF TOPSIS, COPRAS, VIKOR AND
ELECTRE METHODS:

Model for result consistency evaluation of
a MDM method is tested on an example of
the logistical center (LC) location selection.
LC represents a unique technological,
spatial, organizational and economical whole
which combines different carriers and users
of logistical services. With the selection of
the optimal location of an LC, transportation
expenses are lowered, business performance,
competitiveness and profitability improve.
The goal is to find a location which generates
lowest expenses, offers highest efficiency
and at the same time fulfills operational and
strategic needs.

The LC location selection represents a
procedure for selection of one of multiple
possible solutions. A big number and
heterogeneity of location factors clearly

shows that the location problems are of
interdisciplinary character and that they
often require usage of complex procedures
during the solution selection. There are
multiple methodologies and procedures that
are present in this area (Kaboli et al., 2007,
Laietal., 2010; Sun, 2012; Zare Mehrjerdi &
Nadizadeh, 2013; Rahmaniani et al., 2013).
The selection of location for LC
development is a problem that can be
observed as a special case within the
framework of general facility location
problems. The facility location problem
usually involves a set of locations
(alternatives) which are evaluated against a
set of weighted criteria independent from
each other. The alternative that performs best
with respect to all criteria is chosen for
implementation.

Literature research in the area of facility
location showed that location problems are
usually solved by applying methods such as
TOPSIS, COPRAS, VIKOR and ELECTRE
(Chen & Liu, 2006; Wang & Liu, 2007,
Ghoseiri & Lessan, 2008; Kracka et al.,
2010; Barysiene, 2012; Rezaeiniya et al.,
2012). This is the reason why LC location
choice is conducted by applying listed
methods. By applying these MDM methods,
initial solution was obtained and result
consistency analysis was conducted. As a
result of this analysis, methods which
provided inconsistent results were eliminated
and the optimal LC location was selected.

Multiple factors affect LC location
choice, and at the base level they can be
viewed as characteristics of the requests of
logistical flows, characteristics of the LC,
characteristics of the location and its
surroundings. By analyzing literature
(Kaboli et al., 2007; Ou & Chou, 2009; Lai
et al., 2010; Sun, 2012; Zare Mehrjerdi &
Nadizadeh, 2013; Rahmaniani et al., 2013),
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characteristics of the tri-modal LC and
logistical flows, 11 criteria were identified
based on which the location selection of tri-
modal LC is going to be conducted, Table 1.
Weight coefficient of the criteria were
obtained based on the literature analysis
(Kaboli et al., 2007; Ou & Chou, 2009; Lai
et al.,, 2010; Sun, 2012; Zare Mehrjerdi &
Nadizadeh, 2013; Rahmaniani et al., 2013).
A total of eight locations were considered
(Belgrade - LC 1, Panc¢evo - LC 2, Novi Sad
- LC 3, Prahovo - LC 4, Smederevo - LC 5,
Bogojevo - LC 6, Apatin - LC 7 and Apatin -
LC 8). Table 3. shows characteristics of eight
locations (alternatives) for the tri-modal LC

Table 1. Criteria for LC selection

11

development on the Danube river.
Evaluation of qualitative criteria was
conducted based on experiental knowledge
of eight decision makers who are located on
the position of operational managers of
logistical centers. Fuzzificated Likert scale
was used in order to evaluate the qualitative
criteria (Camparo, 2013), as shown in Table
2.

In Table 3, next to the criteria labels, there
was the type of criterion filed as well, where
max marks criteria of the “benefit” type
(bigger criterion value is preferable),
whereas min marks criteria of the “cost” type
(lower criterion value is preferable).

Criterion  Criterion name Wi Unit of Measurement
C Connectivity to Multimodal Transport 0.109 Linguistic Variable
C Infrastucture Development Evaluation 0.105 Infrastructure Development
(%)
C; Environment effect 0.101 Linguistic Variable
Cy Conformity With Spatial Plans And Strategy Of 0.097 Linguistic Variable
Economic Development
Cs Gravitating Intermodal Transport Unit - [TU 0.094 Number of Gravitating ITUs
(ITU/year)
Cs Reload capacity of an LC 0.094 Number of Reloaded ITUs
(ITU/h)
C; Available Area For Future Development And Capacity 0.093 LC Development Area (m?)
Expansion Of Lcs
Cs User’s Distance From an LC 0.088 Linguistic Variable
Cy Traffic Safety 0.084 Linguistic Variable
Cpo Length of Railroad Reload Front 0.071 Reload Front Length (m)
Ci Evaluation of Quality of Traffic Approaches For 0.063 Linguistic Variable

Interimpellant Means of Transportation

Table 2. Fuzzificated Likert Scale for Alternative evaluation

Triangular fuzzy numbers

No. Linguistic terms
1. Very good (VG)
2. Good (G)

3. Fair (F)
4. Poor (P)
5. Very poor (VP)

(4.5.5,5)
(3.5,4,4.5)
(2.5,3,3.5)
(1.5,2,2.5)
(1,1,1)
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Table 3. Evaluation of Considered LC Locations

Criteria
Alternative  C, (&) G (o Cs Cs C; Cs Cy Cp Cy
(max) (max) (min) (max) (max) (max) (max) (min) (max) (max) (max)
LC1 G 71% G F 45000 150 1056 P G 478 G
LC2 G 85% G G 58000 145 2680 P VG 564 G
LC3 G 76% G G 56000 135 1230 P G 620 F
LC4 F 74% P G 42000 160 1480 G F 448 VG
LCS VG 82% F VG 62000 183 1350 P G 615 G
LC6 G 81% F VG 60000 178 2065 P F 580 G
LC7 G 80% F VG 59000 160 1650 F VG 610 G
LC8 F 82% G G 54000 120 2135 F G 462 VG

Defuzzification of the triangular fuzzy
numbers which were used to describe
qualitative criteria was conducted by
applying expression (1) (Awasthi et al.,
2013).

A= (" = a®)+ (¢ —a®)]3" +a® (15)

Where a® and a(® respectively represent

the left and the right confidence interval
LC1

LCS
Figure 2. Domination of Alternatives by
ELECTRE Method

Table 4. Initial Alternative Ranking

distribution of the triangular fuzzy number,
represents initial value in which the
triangular function reaches its maximum
value.

Following the formation of the initial
decision making matrix (Table 3), by
applying TOPSIS, COPRAS, VIKOR and
ELECTRE methods, alternative ranking was
conducted. The alternative ranking by
TOPSIS, COPRAS and VIKOR methods is
shown in Table 4. Domination of alternatives
by ELECTRE method is shown in Figure 2.

Based on Figure 2, we get alternative
ranking based on ELECTRE method: LC 5 >
LC6>LC2>LC7>LC3>LC8&>LCH4
> LC 1. In Table 4, values of criteria
functions are shown as well as alternatives
ranking obtained through observed methods.
Results show that different methods give
different alternative rankings.

By COPRAS and ELECTRE methods,
the greatest domination was demonstrated by
alternative 5. However, VIKOR method

Alternative TOPSIS COPRAS VIKOR

LC1 0.3871 7 81.26 8 0,9600 7
LC2 0.6328 2 9774 3 0,5323 4
LC3 0.4339 6 8598 5 0,7636 5
LC4 0.3796 8  81.57 7 0,9674 8
LC5S 0.6039 3 100.0 1 0,1717 2
LC6 0.6329 1 9796 2 0,3470 3
LC7 0.5567 4  95.19 4 0,1076 1
LC8 0.4350 5 8576 6 0,8802 6
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favors alternative 7 (LC 7), whilst TOPSIS
method favors alternative 6 (LC). These
results confirm the attitude that the final
choice is not determined exclusively by
alternatives’ characteristics, but the method
used as well. This demonstrates the need to
eliminate arbitrariness from the MDM
selection phase, that is, to objectify the
method selection process.

4. MDM METHODS SENSITIVITY
ANALYSIS SCENARIO
PRESENTATION:

In the following part of the work, based
on the recommended model we analyzed the
stability of solutions of the listed methods in
case of change of the weight criteria, the
change of the measurement scale and the
change in the way criteria are formulated.
The goal of sensitivity analysis of MDM
methods by scenarios presented in this
section is the selection of MDM method that
maintains the priorities in the majority of
scenarios during the change in weight
coefficients and that maintains the ranking of
alternatives in case of change of the
measurement scale, that is in case of change
in the way criteria is formulated.

13
4.1. Change of Criteria Weights

Results of MDM methods mostly depend
on relative importance that we attribute to
certain criteria. Sometimes alternatives’
rankings change with very small changes of
weight coefficients, because of what MDM
results are followed by the analysis of their
sensitivity to these changes.

A sensitivity analysis was performed to
assess how changes in the weights assigned
to the criteria would change the ranking of
the alternatives. Sensitivity analysis is shown
through 8 scenarios (Table 5), which show
sensitivity analysis by favoritism of certain
criteria.

4.2. Change of Measurement Scale

Measurement scale independence (MSI)
is formulated based on an example used in
normative theory of decision making in
conditions of risk and uncertainty (French,
1988). In this work, MSI condition was
adapted to the needs of solution consistency
analysis of chosen MDM methods (TOPSIS,
COPRAS, VIKOR and ELECTRE).

MSI condition implies that results gained
through the use of MDM methods do not
depend on the measurement unit that we use
to express the value of any criterion under

Table 5. Scenarios with Different Criteria Weights and Preferences by Certain Alternatives

Selections
Scenarios Criterion Weight
C, C, C; Cy Cs Cs C; Cy Cy Ci Cyy

S-1) Uniform Weight Criteria 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091
S-2) Priority of Criterion C1 0.350 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065
S-3) Priority of Criterion C2 0.068 0320 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068
S-4) Priority of Criteria C3 and C4 0.067 0.067 0.200 0.200 0.067 0.067 0.067 0.067 0.066 0.066 0.066
S-5) Priority of Criteria C5 and C6 0.056 0.056 0.056 0.056 0.250 0.250 0.056 0.055 0.055 0.055 0.055
S-6) Priority of Criteria C7 and C8 0.067 0.067 0.067 0.067 0.067 0.067 0200 0.200 0.066 0.066 0.066
S-7) Priority of Criteria C9 and C10 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.350 0.200 0.050
S-8) Priority of Criterion C11 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.065 0.350
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the condition that different units of
measurement of the observed criterion are
mutually interconnected by a linear or a
positive affine transformation (Bach &
Bridy, 2013). In other words, whether or not
the qualitative criteria is measured on the
scale of 1, 2, 3, 4, 5 or its positive affine
transformation y = 2x - 1, that is, on the scale
of 1, 3, 5, 7, 9, the final ranking list of
alternatives must not change.

For the needs of this analysis, the initial
Likert scale was modified (Table 6) and thus
produced the second scale (Scale 2) which is
connected with Scale 1by the positive affine
transformation (y = 2x - 1). Scales 1 (S1) and
2 (S2) are shown in Table 6.

Scale S2 was used to describe qualitative
criteria C;, C3;, C,, Cy, Cy and C;. Following
that, comparison of results was conducted
(of alternative rankings) which were
obtained by using S1 and S2. Weight of
criteria did not change. The wvalues of
remaining criteria C,, Cs, C4, C, and Cy,
remained unchanged.

4.3. Change in Formulation Criteria

Criteria formulation independence (CFI)
condition is formulated based on the
descriptive invariability condition which is
described in behavioral theory of decision
making as the condition of choice rationality
of an individual decision maker (Kahneman
& Tversky, 1981). If there are multiple ways
to show alternatives and if these ways are
mutually normatively equivalent, according

to those alternatives, an individual’s
preferences should not depend on selected
formulations, that is, they should be
independent from so called frameworks.
Results of experimental psychology show
that this condition is often violated in
practice (Kahneman & Tversky, 1979).

If we request this level of rationality from
an individual decision maker, than MDM
methods that we use as a support to rational
decision making should also satisfy the
condition. Since some criteria can be shown
in both frameworks (income and
expenditure), income formulation (benefit
criteria) will often be treated as “the positive
framework”, whilst expenditure formulation
(cost criteria) will be observed as “the
negative framework” of criteria. Thereby it is
a necessity that the MDM methods results
are resistant to changes in formulation of
these criteria.

criteria that can be represented in both
ways. In this work, there are three criteria
that are identified as the ones that can be
shown in two normatively equivalent ways,
that is, as income and expenditure criteria.
These criteria are  Evaluation of
Infrastructure Development (C,), Reload
capacity of an LC (Cyz) and Length of
Railroad Reload Front (C,,).

Criterion C, is expressed in percentages
that are used to evaluate development of
infrastructure. Based on that, C, can be
expressd as an income criterion (% degree of
infrastructure development) as well as the

expenditure criterion (% degree of
Table 6. Scales S1 and S2
No. Linguistic terms S1 S2
1. Verv good (VG) (4.5.5.5) (8.9.9)
2. Good (G) (3.5,4,4.5) (6,7,8)
3. Fair (F) (2.5,3,3.5) (4,5,6)
4. Poor (P) (1.5,2,2.5) (2,3,4)
5. Very poor (VP) (1,1,1) (1,1,1)
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infrastructure undevelopment). Due to the
fact that the degree of infrastructure
development and infrastructure

undevelopment add up to 100% (X* + X~ =
100%), the two formulations are normatively
equivalent. We use X* to mark the degree of
infrastructure development (%), whilst we

use X~ to mark the degree of infrastructure
undevelopment (%).

Criterion C; can be expressed as an
income criterion (maximum number of [TUs
that can be reloaded in an hour, ITU/h) and
as an expenditure criterion (time required for
ITU reload). Numerical values of these two
formulations are connected with the function

X =60/ X*, where we use X* to mark the
maximal number of ITUs that can be

reloaded in an hour (ITU/h), whilst we use X~
to mark the time required to reload a single
ITU (min/ITU).

Criterion Length of Railroad Reload
Front (C;;)). Maximal required length of
railroad front for reload is 720 meters. Based
on this information C,, can be expressed as
an income criterion (existing length of the
railroad reload front) and as an expenditure
criterion (missing length of the railroad
reload front). Since the existing length of the
railroad reload front is supplemented by the

missing length to 720 (X* + X~ = 720), the
two formulations are normatively equivalent.
We mark the existing length of the front with

X*, and the missing length with X".

In analysis conducted in this work, we
considered seven scenarios. Description of
scenarios and results are shown in the next
portion.

Scenario 1. Comparison of MDM
methods results was conducted when
criterion C, was the income criterion (Scale

1-S1) and the expenditure criterion (Scale 1-
S1). The values of the remaining criteria are
unchanged. Results of the MDM methods
consistency  through application of
conditions from Scenario 1 are shown in
Table A1, Appendix A.

Scenario 2. Comparison of MDM
methods results was conducted when
criterion C4; was the income criterion (Scale
1 - S1) and the expenditure criterion (Scale 1
- S1). The values of the remaining criteria,
just like in the previous scenario, remained
unchanged. Results of the MDM methods
consistency  through application of
conditions from Scenario 2 are shown in
Table A2 (Appendix A).

Scenario 3. Comparison of MDM
methods results was conducted when
criterion C,;, was the income criterion (Scale
1 - S1) and the expenditure criterion (Scale 2
- S2). Values of other criteria remained
unchanged. Results of the MDM methods
consistency  through application of
conditions from Scenario 3 are shown in
Table A3, Appendix A.

Scenario 4. Scenario 4 represents the
synthesis of scenarios 1 and 2. Comparison
of MDM methods results was conducted
when criteria C, and C; were the expenditure
criteria (Scale 2 - S2). The values of other
criteria, just like in previous cases, remained
unchanged. Obtained results were compared
with results that were obtained when criteria
C, and C, were represented as income
criteria (Scale 1 - S1). Results of consistency
analysis of MDM methods by applying
conditions from Scenario 4 are shown in
Table A4, Appendix A.
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Scenario 5. Scenario 5 represents the
synthesis of scenarios 1 and 3. Comparison
of MDM methods results was conducted
when criteria C, and C,, were the
expenditure criteria (Scale 2 - S2). The
values of the other criteria, just like in the
previous cases, remained unchanged.
Obtained results were compared with results
that were obtained when criteria C, and C,

were represented as income criteria (Scale 1
- S1). Results of consistency analysis of
MDM methods by applying conditions from
Scenario 5 are shown in Table A5, Appendix
A.

Scenario 6. Scenario 6 represents the
synthesis of scenarios 2 and 3. Comparison
of MDM methods results was conducted
when criteria C; and C,, were the
expenditure criteria (Scale 2 - S2). The
values of the other criteria, just like in
previous cases, remained unchanged.
Obtained results were compared with results
that were obtained when criteria C; and C),
were represented as income criteria (Scale 1-
S1). Results of consistency analysis of MDM
methods by applying conditions from
Scenario 6 are shown in Table A6, Appendix
A.

Scenario 7. Scenario 7 represents the
synthesis of scenarios 1, 2 and 3.
Comparison of MDM methods results was
conducted when criteria C,, C4 and C;, were
the expenditure criteria (Scale 2-S2). The
values of the other criteria, just like in the
previous cases, remained unchanged.
Obtained results were compared with results
that were obtained when criteria C,, C; and
C,, were represented as income criteria

(Scale 1-S1). Results of consistency analysis
of MDM methods by applying conditions

from Scenario 7 are shown in Table A7,
Appendix A.

S. RESULTS OF SENSITIVITY
ANALYSIS OF MDM METHODS

In the next part, we demonstrated the
sensitivity analysis of TOPSIS, COPRAS,
VIKOR and ELECTRE methods by
scenarios described in the previous section
(section 5).

5.1. Results of sensitivity analysis of
MDM methods to change in criteria
weight

Alternatives’ ranking by scenarios is
shown in Tables 7-10. Results show that
assigning different weights to criteria leads
to changes in rankings of alternatives, which
show sensitivity of methods to changes of
weight coefficients of criteria.

By comparing first-ranked alternatives by
TOPSIS method in scenarios 1-8 with results
shown in Table 4, we notice that in five out
of eight scenarios, alternative six is ranked
either as the first or the second alternative.
This confirms domination of alternative 6
which was shown in Table 4.

Comparison of alternatives ranking
shown in Tables 4 and 8 demonstrates that
COPRAS method maintained favoring
alternative 5, because alternative 5 is ranked
first in six out of eight scenarios.

VIKOR method in Table 4 has
alternatives 7 and 5 respectively as the two
first-ranked alternatives. With changes in
weight of criteria by scenarios, alternative
ranking changes significantly (Table 9).
However, in six out of eight scenarios,
alternative 5 was the first-ranked or the
second-ranked alternative, whilst alternative
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Table 7. Alternatives Ranking for Different Weight Criteria Scenarios (TOPSIS)

Alternatives Ranking by Scenarios

Alternative

S-1 S-2 S-3 S-4 S-5 S-6 S-7 S-8
LC1 7 6 8 8 8 7 6 7
LC2 1 2 1 5 4 1 2 3
LC3 6 5 6 7 5 5 4 8
LC4 8 8 7 4 6 8 8 2
LC5S 3 1 3 2 2 4 3 5
LCo 2 3 2 1 1 2 7 4
LC7 4 4 4 3 3 6 1 6
LC38 5 7 5 6 7 3 5 1

Table 8. Alternatives Ranking for Different Weight Criteria Scenarios (COPRAS)

Alternative Alternatives Ranking by Scenarios
S-1 S-2 S-3 S-4 S-5 S-6 S-7 S-8
LC1 8 6 8 8 8 7 7 7
LC2 2 2 2 4 4 1 1 2
LC3 6 5 6 7 5 6 4 8
LC4 7 8 7 5 7 8 8 6
LCS5 1 1 1 1 1 3 3 1
LC6 3 3 3 2 2 2 5 3
LC7 4 4 4 3 3 4 2 5
LC 8 5 7 5 6 6 5 6 4
Table 9. Alternatives Ranking for Different Weight Criteria Scenarios (VIKOR)
Alternative Alternatives Ranking by Scenarios
S-1 S-2 S-3 S-4 S-5 S-6 S-7 S-8

LC1 8 6 8 8 6 7 6 7
LC2 4 4 2 5 4 1 2 6
LC3 5 5 6 6 5 6 4 8
LC4 7 8 7 4 8 8 8 3
LCS5 2 1 1 1 1 4 3 2
LC6 3 3 3 2 2 2 7 5
LC7 1 2 4 3 3 3 1 4
LC 8 6 7 5 7 7 5 5 1

Table 10. Alternatives Ranking for Different Weight Criteria Scenarios (ELECTRE)

Alternative Alternatives Ranking by Scenarios
S-1 S-2 S-3 S-4 S-5 S-6 S-7 S-8

LC1 5 4 6 5 5 4 5 4
LC2 3 2 2 2 3 1 3 2
LC3 4 4 5 4 4 4 4 4
LC4 5 4 6 5 5 4 5 4
LC5 1 1 1 1 1 2 1 1
LC6 2 2 3 3 2 1 2 2
LC7 3 3 4 3 3 3 3 3
LC 8 4 4 6 5 5 3 4 4

7 was ranked first or second in three alternatives, as well as the small difference in
scenarios. This demonstrates the domination values of criteria functions between the two
of alternatives 5 and 7 compared to other listed alternatives.
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By comparing alternatives ranking shown
in Figure 2 and Table 10 it was demonstrated
that ELECTRE method maintained
favoritism towards alternative 5, as a result
of alternative 5 being first or second ranked
in all eight scenarios.

Sensitivity  analysis of  TOPSIS,
COPRAS, VIKOR and ELECTRE methods
showed that methods were sensitive to
changes in weight and that they keep
priorities of alternatives that were shown in
Table 4. Methods COPRAS and ELECTRE
favor alternative 5, TOPSIS method favors
alternative 6, whilst VIKOR method favors
alternative 7. Based on the rankings obtained
by using these four methods, the decision
maker is being suggested to choose
alternative 5 (it was first-ranked by two
methods, second-ranked by one and third-
ranked by one) or alternative 6 (it was first-
ranked by one method, second-ranked by
two methods and third-ranked by one).
Therefore, alternatives 5 and 6 are clearly
dominant compared to other alternatives.

5.2. Results of sensitivity analysis of
MDM methods to the change of
measurement scale

Consistency of alternative rankings to
changes in measurement scale are shown in
Table 11. Consistency of rankings by
ELECTRE method is shown on Figure 3. In

Table 11. MSI-Alternatives Ranking

Table 11, below the scale label (S1 and S2),
values of criteria functions were shown as
well as the alternatives ranking which were
obtained through the use of analyzed MDM
methods.

Results shown in Table 11 and Figure 3
demonstrate that COPRAS, TOPSIS and
ELECTRE methods do not give consistent
solutions. Listed methods show
inconsistency of rankings, that is,
dependence of the final alternative ranking
on the changes in measurement scale.
VIKOR method gives consistent solutions,
that is, changes in measurement scale do not
affect the final ranking of alternatives.
Shaded parts of Table 11 show inconsistent
rankings. Using scale 1 with TOPSIS method
causes changes in order of the second-ranked
and third-ranked alternatives, as well as
changes in order of the last ranked
alternatives. Scale change at COPRAS
method causes change in the order of the last
ranked alternatives, whilst at ELECTRE
method, the change of scale leads to
significant change in alternative domination
(Figure 3a and 3b). Marked in grey on Figure
3b are alternatives which experience change
in domination at ELECTRE method.

Results show that COPRAS, TOPSIS and
ELECTRE methods violate MSI condition
because their results change with the change
of measurement unit in which values of
qualitative criteria were expressed. On the

Alternative COPRAS TOPSIS VIKOR

S1 S2 S1 S2 S1 S2
LC1 8126 8 7989 7 03871 7 04141 7 09600 7 0.9600 7
LC2 97.74 3 9670 3 06328 2 06230 3 0.5323 4 05323 4
LC3 8598 5 8463 5 04339 6 04550 5 0.7636 5 0.7636 5
LC4 81.57 7 7946 8 0379 8 03823 & 09674 & 09674 8
LCS 1000 1 1000 1 06039 3 0.6252 2 0.1717 2 0.1717 2
LC6 9796 2 9734 2 06329 1 06340 1 03470 3 0.3470 3
LC7 95.19 4 9415 4 0557 4 05607 4 0.1076 1 0.1076 1
LC8 8576 6 8388 6 04350 S5 04247 6 0.8802 6 0.8802 6
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LC1

LC5S

A) Alternatives domination — S 1

LC 3

LCs

B) Alternatives domination — S 2

Figure 3. Solution Sensitivity to Changes in Measurement Scale by ELECTRE Method

other side, change in measurement scale
does not affect the VIKOR method results.

5.3. Results of sensitivity analysis of
MDM methods to the change of criteria
formulation

Analyses shown in Tables A1-A7 show
that certain methods do not keep consistency
of results in case of formulation of criteria in
two normatively equivalent ways. Shaded
parts in Tables A1-A7 show inconsistent
rankings.

In the first scenario (Table A1, Appendix
A), inconsistency of rankings is
demonstrated by COPRAS and TOPSIS
methods, whilst methods VIKOR and
ELECTRE maintain consistency of rankings.
TOPSIS method experiences changes in
rankings of the first and the last two
alternatives. According to S1, ranking of the
first two alternatives by TOPSIS method is
LC 6 > LC 2, whilst according to S2, the
order is LC 2 > LC 6. According to S1, the
order of the last two alternatives by TOPSIS
method is LC 1 > LC 4, whilst according to
S2, the orderis LC 4 >LC 1.

Besides TOPSIS method, in the first
scenario, significant inconsistency was

demonstrated by COPRAS method as well.
According to S1 at COPRAS method, the
order of first six alternatives is LC 5> LC 6
>LC2>LC7>LC3>LC 8, whilst the
application of S2 gives the order of LC 5 >
LC2>LC6>LC7>LC8>LC 3. Results
show that COPRAS and TOPSIS methods
significantly violate consistency of rankings
with the change of criteria formulation (CFI
case 1), whilst methods VIKOR and
ELECTRE demonstrated stability of
rankings.

In the second scenario (Table A2,
Appendix A), inconsistency of rankings
demonstrates only TOPSIS method, while
the others maintain consistency. Just like in
scenario 1 with TOPSIS method, changes of
order in the first-ranked alternatives occur.
Besides the first-ranked, alternatives LC 3
and LC 8 experience changes of ranking with
TOPSIS method. By applying S1, we get that
the order of the first six alternatives is 6 > LC
2>LC5>LC7>LC8>LC 3, while the
application of S2 gives us the order of LC 2
>LC6>LC5>LC7>LC3>LCS8.Inthe
second scenario, all the methods besides
TOPSIS method demonstrated stability of
rankings.

Similar to the first scenario, in the third
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scenario (Table A3, Appendix A),
inconsistencies ~ of  rankings  were
demonstrated by methods COPRAS and
TOPSIS. However, unlike the first scenario,
inconsistency of COPRAS and TOPSIS
methods was reduced. COPRAS and
TOPSIS methods showed inconsistency in
four rankings in the first scenario, and two
inconsistencies in the third scenario. The rest
of methods (VIKOR and ELECTRE) proved
to be stable and maintained consistency.

In the fourth scenario (Table A4,
Appendix A), COPRAS, TOPSIS and
ELECTRE methods demonstrated
inconsistency. COPRAS method
demonstrated the greatest inconsistency
(four rankings), whilst TOPSIS method had
two inconsistent rankings. Inconsistency
demonstrated by COPRAS method is
identical as in CFI Scenario 1. It is necessary
to emphasize that in this scenario at TOPSIS
method, first-ranked alternatives
demonstrate inconsistency.

Unlike the first three scenarios in which
ELECTRE method demonstrated stability, in
this scenario it experienced changes in the
domination of alternatives (Figure 4a and
4b). Changes in domination of alternatives
which occurred in scenario 4 are the same as

LC1

LCs

A) Alternatives domination — S 1

the ones in Figure 3a and 3b (MSI
condition).

VIKOR method proved to be stable in this
scenario and it maintained consistency. In
scenarios 5, 6 and 7 (Tables AS5-A7,
Appendix A), the biggest inconsistency was
demonstrated by TOPSIS method. In
scenarios 5 and 7, TOPSIS method
demonstrated inconsistency in 5 rankings,
while in scenario 6, it demonstrated
inconsistency in 6 rankings. In all three
scenarios, TOPSIS method experiences
changes in rankings of the first three
alternatives. According to S1, the order of
the first three alternatives is LC 6 > LC 2 >
LC 5, whilst the application of S2 gives us
the order of LC 5 > LC 6 > LC 2. Besides
inconsistencies of first-ranked alternatives of
TOPSIS method, it shows inconsistencies of
alternatives on the fifth and sixth place in all
three scenarios. This proves that TOPSIS
method significantly violates consistency of
rankings with the change of formulation of
criteria.

COPRAS method demonstrates
inconsistency in two rankings in scenarios 5
and 6, while in scenario 7, inconsistency
appears in four rankings. However, it is
necessary to emphasize that in COPRAS

LC1

LC 7 LC3

LCs

B) Alternatives domination — S 2

Figure 4. CFI Scenario 4 — Domination of Alternatives by ELECTRE Method
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method in scenarios 5, 6 and 7, there were no
changes with the first-ranked alternative (LC
5). VIKOR and ELECTRE methods
demonstrated stability of solutions in
scenarios 5, 6 and 7.

We can conclude that COPRAS, TOPSIS
and ELECTRE methods do not satisfy MSI
and CFI conditions. Unlike the listed
methods, VIKOR method satisfies the CFI
condition. Based on the demonstrated
analyses, result systematization was
conducted (Table 12).

In Table 12 symbol “x” means that the
method does not fulfill defined conditions of
sensitivity, symbol "v'" means that the
method fulfills defined conditions of
sensitivity.

Based on results of sensitivity analysis
(Table 12), it was proven that solutions
obtained through VIKOR method were
stable. =~ ELECTRE  method  shows
inconsistency in case of changes of
measurement scale and in CFI Scenario 4.
COPRAS method demonstrated
inconsistency in seven out of eight cases
(Table 12), whilst TOPSIS method showed
inconsistency in all eight scenarios. It is
necessary to emphasize that TOPSIS method
experiences changes of first-ranked
alternatives in six out of eight cases.

Since COPRAS, TOPSIS and ELECTRE
methods violate the defined conditions, the

Table 12. Sensitivity Analysis of Methods to
Formulation

21

order of alternatives which they recommend
was not taken into account. The greatest
stability was demonstrated by VIKOR
method. Since the highest ranking alternative
by VICOR method is LC 7, we can conclude
that LC 7 is the optimal alternative and that
VIKOR method offers the most stable
solution.

6. CONCLUSION

In this work, we recommended a model
for analysis of result consistency of MDM
methods which is based on the analysis of
change of results of rankings due to change
of income parameters of the decision making
model. Among the changes of income
parameters, this model considers the change
of weight coefficients of attributes, change of
measurement scale of qualitative attributes
and the change of the way we formulate
attributes. In this work, testing of
recommended model was demonstrated on
the problem of selection of the optimal
location of an LC. While the LC location
selection was conducted, results obtained
from the four MDM methods (COPRAS,
TOPSIS, ELECTRE and VIKOR) were
analyzed. Demonstrated model gives an
answer to the question: which alternative
ranking results should we accept as reliable

Changes of Measurement Scale and Criteria

MDM Methods

ivity Criteri
Sensitivity Criteria COPRAS

TOPSIS

ELECTRE VIKOR

MSI X
CFI Scenario 1
CFI Scenario 2
CFI Scenario 3
CFI Scenario 4
CFI Scenario 5
CFI Scenario 6
CFI Scenario 7
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in cases when applying different MDM
methods on the same problem with the same
parameters offers mutually inconsistent
solutions. The concept of proposed model is
based on accepting results of the one MDM
method whose results in the process of
analysis demonstrate the greatest reliability
under conditions of change of listed input
parameters. Since the three conditions of
reliability that were defined in this model are
not the only conditions based on which
MDM methods can be analyzed, the model
can be upgraded by introducing new
conditions, which are applied on another
problem.

The results of application of the
recommended model on the example of
selection of the location of logistical center
demosntrate that three (COPRAS, TOPSIS
and ELECTREQO out of four applied methods
do not provide reliable results. Depending on
the observed condition of reliability, the
methods demonstrate smaller or greater
deviations from initial solutions (initail
ranking of alternatives). During the process
of selecting the optimal method for ranking
locations, from the aspect of stability of
obtained results, VIKOR method proved to
be the most reliable method. It is necessary
to emphasize that results showed in section 5
refer only to the observed example and
cannot be generalized. The recommended
mode represents the general model for
sensitivity analysis of MDM methods and
therefore it is necessary to conduct
sensitivity analysis of methods by scenarios
defined in section 4.

Finally, it is necessary to emphasize that
MDM methods are just tools that
recommend solutions to the decision makers.
Some methods in certain situations provide
better solutions than the others, but we
should keep in mind that none of them is

absolutely reliable. In accordance with that,
the decision maker can make a decision
based on his/her personal preferences
following the application of multiple MDM
methods and reliability analysis.
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BUIIE-KPUTEPUJYMCKO O/JVIYUUBAIBE:
IMPUMEP AHAJIN3E OCET/bBUBOCTH

HAparan C. Ilamyuap, lapko bo:xxanunh, Aua Panhesosuh

H3Box

Y oBOM paxy NpHKazaH je MoOJed 3a OLEHY KOH3UCTEHTHOCTH pe3yliTara MeToja
BUILIEKpUTEpUjyMcKor omnyunBamba (BKO) u u3bop onrtumanne merone. Mopen ce 3acHuMBa Ha
aHanu3u pesyarara meroga BKO omnocHo, ananmusu npomeHa y panroBuma meroma BKO xoje
HacTajy ycjel MpPOMEHE yNa3HHX napamerapa. Y MNPEAJOKEHOM MOJeNly HCIHUTYje ce aHaau3a
0CeTJbUBOCTH pe3yiara Meroga BKO Ha nmpoMmeHy Te:KMHA KpUTPUjyMa M KOH3UCTEHTHOCT pellieha
METOJa Ha MPOMEHE MEpHE CKaje M HaunHa (opMysauuje Kpurepujyma. Y 3aBpLIHoj (a3 Moaemna
Bpu ce u30op HajmoBosbHHje Merome BKO 3a pemaBame mocmarpaHor mpobiema U u300p
ONTUMAaJHE anTepHaruBe. Mopen je TecTupaH Ha mpumepy uzbopa ontumanHe mertone BKO 3a
olpehuBame JoKaluje JOTUCTUUKOr IeHTpa. [Ipuinkom n30opa onTUManHe METOAE 33 PELIaBabe
nocMarpasor npotnema pazmarpane cy meroae “TOPSIS”, “COPRAS”, “VIKOR” u “ELECTRE”.
Merona “VIKOR” moxka3zana je HajBehy cTaOMiaHOCT paHroBa W u3aOpaHa je Kao HajlmoTroAHUja
METOJa 33 PaHTHpame JIOKalUja JOTHCTHYKOT LeHTpa.Pe3ynrarn mpukasaHe aHaiu3e ykasyjy Ha
OCETJPUBOCT CTaHAAPAHUX METOJAa BHIIEKPUTEPH]YMCKOT OMIY4YHBama, HA KPUTEPUjyMe KOjU Cy
pasMaTpaHu y OBOM paly. 3aro je NMOTpeOHO Ja ce, NMPUIMKOM H300pa ONTHMalHE METOne
BUILIEKPUTEPUjYMCKOT OJUTy4HBambha, y3Me y 003Up CTaOMIHOCT pa3MaTpaHe METOAE.

Kawyunrs peuu: Metone BumekputepujymMckor ommyuusama, “TOPSIS”, “COPRAS”, “VIKOR”,

“ELECTRE”
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Table Al. CFI Scenario 1 — Alternatives Ranking

: COPRAS TOPSIS VIKOR
Alternatives S1 2 S1 2 SI $2
LC1 8126 8 7813 8 03871 7 03593 8 09600 7 0.9600 7
LC2 9774 3 9878 2 0.6328 2 06591 1 05323 4 05323 4
LC3 8598 5 84.04 6 04339 6 04267 6 0.7636 5 0.7636 5
LC4 81.57 7 7925 7 03796 8 03654 7 09674 8 09674 8
LC5 1000 1 1000 1 0.6039 3 06198 3 0.1717 2 0.1717 2
LC6 9796 2 9750 3 0.6329 1 06415 2 03470 3 03470 3
LC7 9519 4 9434 4 05567 4 05669 4 0.1076 1 0.1076 1
LC8 8576 6 8529 5 04350 5 047365 08802 6 0.8802 6
Table A2. CFI Scenario 2 - Alternatives Ranking
: COPRAS TOPSIS VIKOR
Alternatives SI S2 SI 2 S1 2
LC1 8126 8 81.27 8 03871 7 03920 7 09600 7 09600 7
LC2 9774 3 97.73 3  0.6328 2 0.6366 1 05323 4 05323 4
LC3 8598 5 8591 5 04339 6 04362 S5 0.7636 5 0.7636 5
LC4 81.57 7 8150 7 03796 8 03855 8 09674 8 09674 8
LC5S 1000 1 1000 1 0.6039 3 06053 3 0.1717 2 0.1717 2
LC6 9796 2 9796 2  0.6329 1 0.6350 2 03470 3 03470 3
LC7 95.19 4 9514 4 05567 4 05616 4 01076 1 0.1076 1
LC8 8576 6 8574 6 04350 5 04331 6 0.8802 6 0.8802 6
Table A3. CFI Scenario 3 — Alternatives Ranking
: COPRAS TOPSIS VIKOR
Alternatives S1 2 S1 $2 S1 2
LC1 81.26 8 77.10 7 03871 7 03678 7 09600 7 0.9600 7
LC2 9774 3 9530 3 0.6328 2 06370 2 05323 4 05323 4
LC3 8598 5 8581 5 04339 6 04952 5 0.7636 5 0.7636 5
LC4 81.57 7 77.08 8 03796 8 03489 8 09674 8 09674 8
LC5 1000 1 1000 1 06039 3 0.6355 3 0.1717 2 01717 2
LC6 9796 2 9622 2 06329 1 06481 1 03470 3 03470 3
LC7 9519 4 9428 4 0557 4 06009 4 01076 1 0.1076 1
LC8 8576 6 81.73 6 04350 5 03986 6 0.8802 6 0.8802 6
Table A4. CFI Scenario 4 — Alternatives Ranking
: COPRAS TOPSIS VIKOR
Alternatives o7 2 SI 2 S1 2
LC1 8126 8 7674 & 03871 7 03922 7 09600 7 09600 7
LC2 9774 3 9760 2 06328 2 0.6486 1 0.5323 4 05323 4
LC3 8598 5 82.71 6 04339 6 04491 6 07636 5 0.7636 5
LC4 81.57 7 7705 7 03796 8 03750 8 09674 8 09674 8
LCS 100.L0 1 100.0 1 0.6039 3 0.6380 3 0.1717 2 0.1717 2
LC6 9796 2 9687 3 06329 1 0.6423 2 03470 3 0.3470 3
LC7 9519 4 9329 4 05567 4 05724 4 0.1076 1 0.1076 1
LC8 8576 6 8320 5 04350 5 04572 5 08802 6 0.8802 6
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Table A5. CFI Scenario 5 — Alternatives Ranking
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: COPRAS TOPSIS VIKOR
Alternatives S 2 S 2 S 2
LC1 8126 8 73.15 8§ 03871 7 03745 7 09600 7 0.9600 7
LC2 9774 3 9539 2 0.6328 2 0.6480 3 05323 4 05323 4
LC3 8598 5 8230 5 04339 6 04930 5 0.7636 5 0.7636 5
LC4 81.57 7 73.15 7 03796 8§ 03481 8 09674 8 0.9674 8
LCS 1000 1 1000 1 0.6039 3 0.6587 1 0.1717 2 0.1717 2
LC6 9796 2 9518 3 0.6329 1 0.6517 2 03470 3 03470 3
LC7 95.19 4 9246 4 05567 4 0.6015 4 0.1076 1 01076 1
LC8 8576 6 79.13 6 04350 5 04289 6 0.8802 6 0.8802 6
Table A6. CFI Scenario 6 — Alternatives Ranking
: COPRAS TOPSIS VIKOR
Alternatives S1 2 S1 2 SI 2
LC1 8126 8 7568 7 03871 7 03995 6 09600 7 0.9600 7
LC2 9774 3 9422 3  0.6328 2 0.6302 3 05323 4 05323 4
LC3 8598 5 84.08 5 04339 6 05042 S5 0.7636 5 0.7636 5
LC4 81.57 7 7474 8 03796 & 03613 8 09674 8 09674 8
LC5 1000 1 1000 1 0.6039 3 0.6508 1 0.1717 2 0.1717 2
LC6 9796 2 9557 2  0.6329 1 0.6477 2 03470 3 03470 3
LC7 9519 4 9315 4 05567 4 0.6009 4 0.1076 1 0.1076 1
LC8 85.76 6 7993 6 04350 5 03942 7 0.8802 6 0.8802 6
Table A7. CFI Scenario 7 — Alternatives Ranking
: COPRAS TOPSIS VIKOR
Alternatives 31 3 31 3 ST 3
LC1 8126 8 7299 7 03871 7 03778 7 09600 7 09600 7
LC2 97.74 3 9525 2 0.6328 2 0.6506 3 05323 4 05323 4
LC3 8598 5 8214 5 04339 6 04945 S5 07636 5 0.7636 5
LC4 8157 7 7275 8 03796 8 03524 8 09674 8 09674 8§
LC5S 1000 1 1000 1 0.6039 3 06595 1 0.1717 2 01717 2
LC6 9796 2 9520 3 0.6329 1 0.6529 2 03470 3 03470 3
LC7 9519 4 9248 4 0.5567 4 0.6044 4 0.1076 1 0.1076 1
LC8 8576 6 79.12 6 04350 5 04277 6 0.8802 6 0.8802 6




