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Abstract

The aim of this paper is to explore and systematize current research
on the relationship between artificial intelligence (Al) and democracy,
primarily focusing on existing Al applications, in order to understand
the general avenues of exploration conceived within the field of
political science on this topic, and to evaluate their results so far.
However, some thought will also be given to the more far-fetched
possibilities of Al development and their implications for democracy.
Using Robert Dahl’s theory of democracy, the paper outlines why the
Al is perceived as a threat to liberal democracy, especially in regard
to principles of equality, personal autonomy, and autonomous choice,
and the functioning of the public sphere. Finally, the paper considers
some possible, if not very probable, future developments in Al, namely
the inception of artificial general intelligence (AGI) and artificial
superintelligence (ASI), and their implications for democracy. While
existing Al applications do seem to erode certain preconditions for
functioning democracy, it is nevertheless possible to overturn this trend
by restructuring Al development based on the democratic debate and
participatory design.
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INTRODUCTION

In recent years, artificial intelligence (Al) has been increasingly
moving from the realm of science fiction to reality, even in its most
mundane, almost quotidian aspects. While there is still a significant
discrepancy between the visions of artificial intelligence promoted
for decades, even centuries!, by artists and futurists — images of
superintelligent machines and humanoid robots — and the current reality
of chatbots, image generators, and algorithmic recommendations,
artificial intelligence seems to be conquering our daily lives.

Politics being an important (perhaps the most important) aspect of
our shared reality, it is not surprising that the body of scholarly literature
investigating different aspects of the potential impacts of Al on politics is
rapidly and steadily growing. While it is still somewhat underdeveloped
compared to, for example, the study of ethical issues related to Al this
research nevertheless already points towards some of the more pressing
questions that need to be answered. Combined with the justified concern
for democracy in the 21* century world, from the democratic malaise
(Newton 2012, 7; Di Gregorio 2021, 12; Kupchan 2012, 62) to the
democratic hollowing (Mair 2023, 2) and backsliding (Bermeo 2016,
6; Wolkenstein 2022, 265) in the last decade, the new momentum of Al
research, and more importantly, Al applications, prompted the scholars
in the field of political science to investigate whether it poses a threat to
democracy or can, maybe, be used to strengthen it and make it better.

This is not surprising — after all, artificial intelligence is a
technology (or, perhaps more accurately, a family of technologies), and
technologies are not politically neutral (Winner 1980, 123; Kranzberg
1986 545; Coeckelbergh 2022, 4). Furthermore, as Narayanan and
Kapoor argue, it is a normal technology (Narayanan and Kapoor 2025).
And every new technology, according to Winner, is lauded as the great
democratizer, while eventually serving those already in power to further

' One of the first descriptions of superintelligent machines and their potential to

enslave humanity can be found in Samuel Butler’s Erewhon, first published in 1872
(Butler [1872] 1901).
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strengthen and entrench their position (Winner 2010, 107). Just like with
the other technologies with socially transformative potential, such as the
nuclear power and the Internet, AI’s democratizing, or de-democratizing
potential merits serious consideration (see, for example, Hand and
Sandywell 2002, 198; Dahl 1953, 1; Bartoletti 2020, 127).

The aim of this paper is to explore and systematize current research
on the relationship between Al and democracy, primarily focusing on
existing Al applications, in order to understand what are the general
avenues of exploration conceived within the field of political science on
this topic, and to evaluate their results so far. However, some thought will
also be given to the more far-fetched possibilities of Al development and
their implications for democracy. Both of these lines of inquiry should
help in identifying the overlooked issues and outlining possibilities for
further research.

In order to properly assess the existing scholarship on the topic,
it is necessary to start with conceptual issues, given that both artificial
intelligence and democracy are notoriously hard to define. Afterwards, the
paper will consider Al as a threat to democracy, by reexamining some of
the issues identified so far in the scholarly literature — AI’s discriminatory
potential, its relation with political participation, as well as its impact
on the public sphere. Another section of the paper will be devoted to the
examination of the ways in which artificial intelligence could be used
to strengthen democracy. Finally, a section of the paper will consider
the possible futures of artificial intelligence, such as the emergence of
artificial general intelligence (AGI) or artificial superintelligence (ASI),
and their potential implications for democracy.

COMPLICATED CONCEPTS:
DEFINING AT AND DEMOCRACY

In order to determine how artificial intelligence relates to
democracy, it is necessary to clear up the terminological confusion and
provide at least working definitions of both artificial intelligence and
democracy. This is not an entirely trivial task, given that democracy
is notoriously an essentially contested concept, singled out as such by
Gallie himself in his seminal paper (Gallie 1955, 168). While a certain
degree of conceptual confusion is a rule rather than an exception in the
social sciences, definitions of “technical terms”, and one may argue that
artificial intelligence is one of them, are usually more precise and less
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controversial. And yet, there seems to be no consensual definition of
Al. The body of literature on artificial intelligence struggles, time and
again, with the very definition of its basic concept. Some authors even
claim that it is intrinsically, and by design, nebulous, vague, and empty
of objective meaning (Katz 2020, 6).

The origin of the term artificial intelligence is well documented:
it was introduced at the conference at Dartmouth College in 1956 by
John McCarthy. However, its content has been changing ever since.
Some authors point out that at least part of the problem stems from the
fact that there is no agreement on the definition of intelligence as such
(Legg and Hutter 2007, 392; Warwick 2013, 12). While this may well be
a significant obstacle for achieving a consensual definition of Al, there
are other, equally important issues at play.

Nearly four decades ago, Negrotti’ collected about 180 definitions
of artificial intelligence from academics and practitioners gathered for a
major conference. These definitions turned out to be quite different from
one another, yet could be grouped, according to Trappl’s interpretation,
into two major categories, based on the perceived objectives of Al. The
first group sees Al as “the science and technique to make computers
smart”, which would enable them to “perform tasks which normally
require human intelligence”, while the second sees Al as a tool to “better
understand model human intelligence” (Trappl 1992, 3). Others point
out that not only objectives, but also technologies that constitute Al are
disputed — Katz, for example, shows that in the 1960s neural networks
were not seen by practitioners as part of Al, while today this is considered
one of the basic technologies beyond Al applications (Katz 2020, 49). In
his view, Al “quickly became an evocative label for an academic field,
a concept, and an industry” (Katz 2020, 3).

Another potential problem is that public perceptions of Al stem
primarily from popular culture, where artificial intelligence is presented
as general, usually smarter than humans, conscious, and sometimes
anthropomorphic. In his paper, Preethi suggests that “[s]Jome industry
experts believe that the term artificial intelligence is too closely linked
to popular culture, causing the general public to have unrealistic fears
about how it will change the workplace and life in general” (Preethi

2 His original research was published in 1983 (Negrotti 1983). It is cited here according

to Katz (Katz 2020, 37) and Trappl (Trappl 1992, 6). Some of Negrotti’s results
relevant to the topic of this paper are also published later (see Negrotti 1987, 114).
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2020, 40). And yet, the current state-of-the-art in the Al field is very far
from these depictions.

While it is common that the very concept of technology is
frequently equated exclusively with the latest generation of technological
innovations,’ this trend seems to be even more amplified when it comes
to Al, and not only among the general population, but also among the
researchers or practitioners. As Narayanan and Kapoor remind us, there
is a running joke that Al is “what hasn’t been done yet”, suggesting
that earlier successful and “domesticated” applications are simply not
referred to as AT anymore (Narayanan and Kapoor 2024, 14).> In their
view, artificial intelligence is an umbrella term covering a variety of
technologies, only loosely related, and its use is frequently influenced
by historical usage, marketing, etc.® These authors, however, do not see
the lack of conceptual clarity as a major issue and suggest focusing on
specific problems and applications.

In order to provide a clear focus for the research, in this paper,
the definition of Al provided by the High-level expert group on artificial
intelligence’ appointed by the European Commission will be used.
According to this group of experts, “artificial intelligence (Al) refers to
systems that display intelligent behaviour by analysing their environment
and taking actions — with some degree of autonomy — to achieve specific
goals” (European Commission’s High-Level Expert Group on Artificial
Intelligence 2018). This definition is precise enough to distinguish Al
from other technologies, and still broad enough to encompass the current
forms of Al, such as, among others, generative and predictive Al used in
most commercially available applications, as well as potentialities such
as artificial general intelligence and artificial superintelligence. It thus
covers all the major varieties of Al that this paper will consider.

Debates about the meaning of democracy are much longer-running
and more complicated. There are competing theories of democracy,
which reflect the complexity of the phenomenon itself, as well as its

It could be argued that what people considered by technology in, for example, the
1950s is very different from what they consider by technology today.

Domestication of technology is a framework developed by Berker ef al. to explain
how technologies transition, in the eyes of the public, from new and exciting/
dangerous to mundane and “boring” (Berker ez al. 2005, 2-9).

Many other authors have made similar points (see Sheikh et al. 2023, 17).

In this, they basically concur with Katz, who claims, infer alia, that Al is what Al
people, at a given point of time, do (Katz 2020, 33).

For more details about this group, see European Commission 2025.
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capacity for transformation (see, for example, Cunningham 2002, 15—
26). Furthermore, the notion of democracy is always, at least to some
extent, normative. This means that every discussion about democracy is
a partial discussion about values, thus earning it the already mentioned
qualification of essentially contested concept. It is not surprising, then,
that there is a vast amount of scholarly literature on the topic, which
cannot be adequately addressed within the scope of this paper.

For the purposes of this paper, the term democracy will be used to
denote primarily representative, or /iberal democracy, as defined most
famously by Robert Dahl (Dahl 1989, 83—118). Drawing from the broad
principles of intrinsic equality and effective participation, he defines
democratic process as a normative concept that can, in theory, be applied
in all settings requiring collective and binding decisions. When applied
to modern nation-states, it manifests as a polyarchy, a political system
where institutions embodying and enabling the democratic process are
present over a certain, but not firmly fixed, threshold. Inclusion, personal
autonomy, freedom of expression, as well as access to alternative sources
of information, are important features of his (and most other) conceptions
of democracy.

Focusing on liberal democracy does not, of course, imply that
other conceptualizations of democracy are irrelevant for the discussion
about Al and democracy, but including all, or even some of them, would
dramatically expand the scope of this paper. Exploration of diverse
theoretical approaches to democracy and their relationship with artificial
intelligence is in itself a worthy research goal, and some important steps
in that direction have already been made by Coeckelbergh, who discusses
the issues that Al can cause within the frameworks of deliberative,
participative, and agonistic theories of democracy (Coeckelbergh 2022,
62-84; 2024, 29-38).

IS ARTIFICIAL INTELLIGENCE
A THREAT TO DEMOCRACY?

Most of the scholarly research on Al and democracy explicitly sees
Al, in its current form and its current applications, as a potential or actual
threat to democracy. In part, it is probably caused by the observation that
we are witnessing, in Huntington’s terms, a reverse wave of democracy
(Huntington 2012, 15-16). But also, Al is seen as part of the debate on the
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role of Big Tech® in society. The concentration of economic power and,
consequently, the political influence these companies wield, is viewed
by many as a major threat to democratic politics and, more widely, social
and political equality as its underlying condition (see, for example,
Zuboft 2019, 497; Giblin and Doctorow 2022, 94; Varoufakis 2023, 27).
From this perspective, to put it succinctly, the threat to democracy is not
really Al it’s rampant capitalism (Coeckelbergh 2022, 21-22; 2024, 48).

There are, however, certain domains in which artificial intelligence
is currently, and increasingly, applied that seriously undermine democracy
by degrading social and political equality, personal autonomy, and the
free and diverse public sphere as preconditions for political participation
and democratic decision-making. In the following pages, some of these
issues will be explained in more depth.

Al vs. Equality

Robert Dah’s theory builds on the principle ofintrinsic equality—the
notion that each person’s interests are equally deserving of consideration,
and that no group should be privileged, in terms of influence on political
decision-making, above the others, based on features such as gender,
wealth, race etc. In this sense, the issue of political equality is closely
tied to the previously mentioned concentration of wealth in the hands
of the few.’

But the modern digital technologies are eroding equality in much
more specific ways. In her seminal work, O’Neil has demonstrated
that algorithms and big data entrench and deepen existing inequalities,
targeting and affecting the most vulnerable groups disproportionately
(O’Neil 2016, 11). While she insists that her examples do not include Al,
both algorithms and big data are the necessary building blocks of all Al
applications, and it has been shown that the use of Al only exacerbates
this trend (Narayanan and Kapoor 2024, 53; Coeckelbergh 2024, 47).
If automated sentencing systems'®, for example, consistently propose

8 Big Tech is a shorthand term denoting a small number of powerful technological
companies, mostly based in a few hubs in the USA and China. For a more detailed
explanation, see Birch and Bronson 2022, 3-5.

It should be noted that throughout his work, Karl Marx argued that political equality
without meaningful social (including economic) equality is just an empty shell.

Such systems are already in use in a number of jurisdictions in the USA, and there is
a growing body of academic, although primarily legal literature, on their features as
well as their intended and unintended consequences.
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harsher penalties for the people belonging to certain social groups, based
on indicators such as race or income, they are not only propagating
existing biases, but also potentially disenfranchising them, for example,
in the states where prisoners or convicts are excluded from participating
in the elections.

Even though the most common justification for the use of such
systems in all domains of public services is to provide impartial and
objective results, eliminating bias by removing humans (who are prone
to bias) from the equation, predictive systems based on Al are repeatedly
reported to produce biased results. These biases can be “in the training
data, in the algorithm, in the data the algorithm is applied to, and in the
teams that program the technology” (Coeckelbergh 2022, 38). Some
authors are very pessimistic about the possibility of fixing those systems,
pointing out the inherent limits and flaws of the so-called predictive Al
(see Narayanan and Kapoor 2024, 10).

Even more directly, the manipulation of voters through micro-
targeting, revealed in the 2016 Cambridge Analytica scandal, could
influence the outcome of the elections. Whether that was the case in the
USA presidential election is unclear, but the testimonies suggest that it is
possible to influence the results by targeting a small number of “swing”
voters in a small number of “swing states”. According to O’Neil, this
effectively creates “the political 1%, a tiny number of voters on whom
the majority of resources of political campaigns are focused (O’Neil
2016, 196).

It could be argued that such targeted manipulation is a concern
only for particular electoral systems and can thus be easily solved
through electoral engineering, but, scale-wise, there is an issue with Al
on the opposite end of the spectrum. Regardless of the type of electoral
system, generative Al can be used to produce an extremely vast quantity
of text impersonating citizens. If the policy-makers are faced with such
an influx of materials, for example, letters from concerned citizens, it
could influence their decision, especially if they are unable to distinguish
between genuine and Al-generated e-mails. Several such instances were
already recorded, albeit on a smaller scale and related to single political
issues (Narayanan and Kapoor 2024, 140-141).
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Al vs. Autonomy

There are two main applications of Al that restrict personal
autonomy as a prerequisite for democracy: surveillance and
recommendation systems. Surveillance has been a long-standing topic of
the political debate. Since Jeremy Bentham’s invention of the panopticon,
and later adaptation of the term by Foucault, it is a widely accepted fact
that people tend to behave differently when they believe that they are
being watched (Bentham 2020, 35; Foucault 1977, 195). Similarly,
Ellul warned about the dangers of technologically enabled surveillance
turning modern societies into concentration camps (Ellul 1964, 100).
The increase of surveillance and data collection about the population
indeed went hand in hand with the very construction of the modern
nation state. “Nation states,” Coeckelbergh points out, “especially, are
data hungry” (Coeckelbergh 2024, 14—15). They are thus very keen on
quickly adopting technologies that enable more widespread and more
efficient ways to track their own citizens (as well as the others who are
within reach).

While such technologies can obviously be abused by authoritarian
regimes and malicious actors within democracies, even the most
democratic governments tend to see them as, at least, a necessary evil
contributing to better security. Artificial intelligence was promptly
mobilized for the task, and today, one of the most widespread applications
of Al is in the field of facial recognition. Combined with the variety of
other data compiled about citizens by state and private actors, complete
surveillance seems to be within reach. Even without further repressive
actions from the state, the awareness that they are being watched could
seriously alter the manner in which people behave and the extent to which
they are willing to participate in various types of political activities —
from attending protests to speaking their mind on social media, but also
in private conversations.

Another way for Al applications to degrade personal autonomy
is by changing the choice architecture. This can be done by several
means: recommendation systems, algorithmic feeds on social media, or
“nudging”. Recommendation systems are probably the most pervasive
and the most underestimated use of artificial intelligence today. After all,
streaming platforms, online stores, and other businesses seem to know
us so well (thanks to the vast amount of data about us that they have
collected) that their recommendations of what to listen to, watch, or buy
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are rarely completely off the mark. For this reason, they are frequently
implicitly trusted. This trust could, however, be abused to skew the
election results. Similar technologies can be used in political marketing,
recommending parties and candidates who are the most in line with the
interests and ideologies of a specific voter, or tailoring the candidates to
suit the particular group or individual.!

In the early years of social media, the feeds, that is, the posts
that are shown to a user when they log in, were quite straightforward.
They would show posts from their friends on the platform, and from
the pages they decided to follow. But by 2016, most platforms had
switched to so-called algorithmic feed, where the platform would show
you a personalized feed based not exclusively on your preferences,
but on engagement optimization, and not in chronological order. The
exact extent to which the algorithmic feeds on social media are based
on artificial intelligence is not certain, since the software running them
is proprietary and, by and large, not available for external scrutiny. The
consequences of the algorithmic feeds will be discussed in greater detail
in the next section, but in the context of autonomy and autonomous
choices, the important issue is limiting the range of choices available
to citizens. If the visibility of political candidates and their positions on
a range of social issues is determined by an opaque algorithm, it could
casily affect their chances in the electoral race. Some of the companies
behind platforms, most prominently Meta, the owner of Facebook, have
experimented with their ability to influence citizens’ interest in voting,
but also with their voting preferences.'?

Finally, nudging is another technique that can be enhanced by
artificial intelligence and used to circumscribe autonomous choices.
Introduced by Thaler and Sunstein in their highly influential book, it
suggests that human behavior can be influenced without coercion and
without limiting personal autonomy of the choice, by making simple
changes in the choice architecture — for example, by switching the
default answer from 7o to yes (Thaler and Sunstein 2021, 103-130).

This kind of tailoring is not a new development in political marketing, but the use
of Al could make it much more successful (see O’Neil 2016, 187; McGinniss 1988,
26).

The general description of these experiments can be found in O’Neil (O’Neil 2016,
180-184). For more detailed analysis of the different aspects of the voter turnout
(see Theocharis and Lowe 2016, 1465-1486; Haenschen 2023, 1661-1681; 2016,
542-563).

10
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Possible uses in the public policy have drawn much attention both from
scholars and policy-makers (for a nuanced discussion, see Schmidt 2017,
405), as well as much criticism (for example, Morozov 2013, 198). Even
if there is no overt coercion, the subtle persuasion of nudging can still
be construed as manipulation, and, as such, antithetical to autonomous
choice. Again, while Al is not a necessary component in nudging, its use
in this domain could exacerbate the scale of the problem (Coeckelbergh
2022, 17).

Al and the Public Sphere

Even among the scholars who do not subscribe to the theory of
deliberative democracy, grounded in Habermas’s work on the public
sphere (Habermas 1991, 236) and communicative action (Habermas
1985b, 43-76; 1985a, 273-338), there is a consensus about freedom
of expression and an informed public being the prerequisites of a
functional democracy. In Dahl’s theoretical framework, both freedom
of expression and access to alternative sources of information are
among the institutional guarantees that make a state a polyarchy. There
is already much debate about the role of social media in the degradation
of the public sphere.'

The conventional wisdom is that the algorithmic feeds work
towards reducing the public sphere to many small private spheres,
creating so-called echo chambers and epistemic bubbles, thus reducing
the space for the debate about social and political issues (Coeckelbergh
2022, 76). Focus on engagement fuels polarization, and the use of Al
to boost or game social media algorithms is likely to further aggravate
this problem. Even though Al is increasingly used in content moderation
across all platforms, it seems that it will not be the solution to polarization
and the dissolution of the public sphere (Narayanan and Kapoor 2024,
179).

13 Interestingly, until 2016, most of the scholarly discourse was along the lines of the
Internet and the social media being the new, and potentially better public sphere.
The turning point seems to be the Cambridge Analytica scandal, and the subsequent
scholarship is much more interested in the dangers social media poses to the public
sphere.

11
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WHAT COULD THE FUTURE BRING?

All of the applications considered artificial intelligence that are
in use today fall under what is usually referred to as the narrow Al —
namely, a system that is designed to perform a single task or several
related tasks. This pertains to generative Al as well, despite the illusion
of generality it projects. By many researchers and practitioners in the
field, narrow Al is seen as just a step on the road towards a true goal:
artificial general intelligence. Whether it is conceived as an imitation of
human intelligence or in some other manner, AGI is generally understood
as artificial intelligence that is capable of performing any' task a human
being can perform. The predictions about AGI differ significantly — some
researchers believe that this goal could now be achieved in just a couple
of decades, while others doubt that it can be achieved at all (Armstrong
and Sotala 2015, 24; Muehlhauser and Salamon 2012, 25; Mueller 2024).

The emergence of AGI potentially opens a new set of issues
regarding democracy, especially in relation to the concept of inclusion.
It is illustrative that when, at a lecture some years ago, Ray Kurzweil
was asked, “In a world where Als passed the Turing test,'> who gets to
vote? Does democracy make sense?”'® He immediately interpreted the
question as “should Al be allowed to vote?” (and gave no clear answer).

Although the original question can be interpreted in different, and
perhaps more interesting ways, the issue of political rights for AGI is
important for the discussion about democracy. A crucial part of democracy

4 Narayanan and Kapoor would add “economically relevant” tasks (Narayanan and

Kapoor 2024, 150).

The Turing test is a popular name given to the “imitation game” introduced by Alan
Turing in his seminal paper (Turing 1950). He proposes that if the way in which
the machine communicates is indistinguishable from human communication, then
the machine can be labeled as intelligent. However, chatbots, from the early and
rudimentary ones such as ELIZA (for more information on this program developed
in the 1960s, see Weizenbaum 1966, 36), to popular apps such as ChatGPT or
Claude, have been passing this test for some time, without being intelligent in
any meaningful way. In recent decades, there has been a wide consensus about
the inadequacy of the Turing test for assessing machine intelligence, with some
authors going so far as to call it a “blind alley” (Whitby 1996, 53—65) as well as an
“ideology” (Halpern 1987, 79-93) of Al research. However, its significance as an
inspiration to the entire field can not be disputed.

The video can be seen at Vimeo (Vimeo 2015). Ray Kurzweil is sometimes referred
to as “the prophet of Singularity” (see, for example, Tirosh-Samuelson 2012,
722) and has authored several books that deal, among other topics, with artificial
intelligence (see Kurzweil 2005, 203-226; 2001, 40-57; 1992, 401-416).

12
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is, obviously, the demos — a body politic of citizens who are allowed to
participate in decision-making. Who constitutes the demos is, thus, not a
trivial question, even though some authors have tried to dismiss it."’

For democracy to function, the demos must be clearly outlined.
Both Dahl and Sartori insist that, although democracy must be as
inclusive as possible — that is, the largest possible number of people
within a democracy should be included in political decision-making —
the demos is also by definition exclusive (Dahl 1989, 119; Sartori 1987,
21-25). In other words, it is necessary to determine precisely who is
and who isn’t part of the demos in a democratic political unit. The
composition of the demos, obviously, varies throughout both time and
space, but some categories are consistently excluded even in our age of
universal suffrage: for example, children and non-citizens. Both of these
grounds for exclusion bear on the issue of AGI and its political rights.

The suffrage is today usually tied to the age of majority, which
is also the moment when the full legal capacity is acquired. Children
are excluded from the demos based on their incompetence. However,
it is not necessary self-evident that this incompetence relates to levels
of intelligence and not, for example, emotional immaturity. So, even if
AGlI is a human-level intelligence, is this enough for it to be recognized
as part of the demos?

Part of the problem lies in the conceptual confusion surrounding
the very concept of intelligence, and its relationship with other concepts,
such as consciousness and sentience. [s self-awareness and the capacity
to feel necessary for one to be recognized as a subject of political rights?
Can AGI be truly intelligent without being conscious and/or sentient?
While there are strong arguments for Al, even if it never achieves general
intelligence, consciousness and sentience, it could be eligible for some
kind of political standing (Coeckelbergh 2022, 142), right to vote is a
completely different matter.

Another ground for exclusion from a specific demos is citizenship.
As a rule, only citizens can vote in the national election. Even if we
argue that there are no good reasons why AGI should not be granted
citizenship,'® and the rights stemming from the citizen’s status (see

17" Most famous among them is probably Joseph Schumpeter, who argues that the
demos defines itself (Schumpeter 2018, 258-259).

In 2017, part of a publicity stunt, a “social robot” named Sophia was granted
citizenship of Saudi Arabia, spurring a series of opinion pieces (see, for example,
Reynolds 2018).

13
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Jaynes 2020, 346), it is not clear how AGI’s citizenship would be
determined. Should it, by default, be given by the state where the legal
entity responsible for the AGI’s inception resides? If the AGI in question
is not embodied within a, for example, robot, but exists only as software
on the Internet, where does it reside (and, consequently, where should it
vote)? If the AGI is capable of making copies of itself and storing them
on servers around the world, should every one of those copies be granted
suffrage under appropriate state laws?

Finally, if the current Al applications are endangering democracy
by limiting human autonomy, the question of AGI’s autonomy could also
be posed. It could be argued that its choice architecture would be even
more severely limited by original programming (see Mueller 2024).
Would the AGI then be capable of autonomous action and autonomous
choice?

Many authors have warned that, even though it may be the Holy
Grail of Al research, AGI would not be the end of the Al evolution. They
argue that if AGI is achieved and capable of self-improvement, it would
quickly evolve into artificial superintelligence, possibly leading to an
intelligence explosion and/or singularity. While these two concepts are
frequently used interchangeably, they are not quite synonymous. The
intelligence explosion, according to Muehlhauser, refers to the moment
when intelligent machines will surpass the human level of intelligence
(Muehlhauser 2013, 79). The technological singularity, on the other hand,
seems to be a more vague and somewhat contested term. In Sandberg’s
words, some definitions of technological singularity “stress the role of
artificial intelligence, others refer to more general technological change
(Sandberg 2013, 377). These meanings can overlap, and many writers
use combinations of meanings.” However, it seems that it is mostly
understood as a moment of extremely accelerated technological change,
which renders human comprehension and prediction impossible. This
is frequently seen as a direct consequence of the intelligence explosion.
Optimists place the possible occurrence of such an event somewhere
in the second half of the 21 century.!” There is a certain logic in the
described trajectory from AGI to ASI: if AGI were able to take over
any task, one of those tasks would probably be further Al research, thus
resulting in more and more sophisticated and powerful Als, which would

19 Pessimists, on the other hand, believe that neither AGI nor ASI can ever be
achieved.
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quickly drastically surpass humans in every possible way (Narayanan
and Kapoor 2024, 151).

The emergence of ASI is considered to pose an existential risk to
humanity by a significant number of academics and public figures. The
most prominent among them are probably Eliezer Yudkowsky and Nick
Bostrom (Yudkowsky 2008, 308—345; Bostrom 2014, 115-116).2° Even
if it turns out that the inception of ASI is not an extinction-level event, it
would still profoundly influence and shape human society and politics,
with possible grave consequences for democracy.

One of the first things the superintelligence would strive to do,
according to Bostrom, is to secure its position as a singleton. Singleton,
in this context, means an entity with the global decision-making capacity,
with no competing peers. In other words, perhaps more recognizable
in the political science literature, it would become a global sovereign.
What would that mean for human politics as such and for democracy
specifically is hard to determine. Perhaps ASI would introduce totalitarian
control beyond everything humanity has experienced so far. On the other
hand, perhaps it would not be interested in human affairs at all, as long
as they are not in the way of ASI’s own goals.

But democracy would nevertheless be in peril, even if ASI wanted
to preserve it. The chasm between the knowledge and processing power
available to ASI and that available to humans would be so vast that the
most of the arguments for democracy and against guardianship presented
by Dahl could not hold anymore (Dahl 1989, 52-65).%! If we do not
allow children to participate in political decision making, why would
ASI let us do it, being presumably much more superior to us than we
are to children?

Of course, every debate about AGI and ASI is at this point
completely speculative. It was already noted that insisting on risks
stemming from these hypothetical future forms of Al could very well
distract us from real harms that Al applications are causing now.
Nevertheless, thinking about these matters can be inspiring and useful
for testing the limits of justifications for democracy and its ability to
cope with new and unforeseen challenges.

2 Bostrom does not necessarily see superintelligence as machine intelligence.
He identifies three possible paths that could lead to superintelligence: artificial
intelligence, biological cognition enhancement, and collective intelligence.

2l For a more elaborate discussion on this particular topic, see Damnjanovi¢ 2015, 79—
80.
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CONCLUSION

The scholarly debate about relationships between artificial
intelligence and democracy is thriving, even if it is still in its early
stages. The importance of the topic is recognized not only by scholars but
also by policy-makers. For example, the European Union has explicitly
classified Al systems “intended to be used for influencing the outcome
of an election or referendum or the voting behaviour of natural persons
in the exercise of their vote in elections or referenda” as high-risk
(Regulation 2024/1689, Annex I1I). In the wider context of the ongoing
crisis of (liberal) democracy, rapidly evolving Al applications and their
impact on societies in general and on democracy in particular are rightly
seen as a cause for concern.

Main reasons why the Al, in its current form, is seen as a threat to
democracy are its already documented roles in increasing or entrenching
inequalities, restricting personal autonomy through mass surveillance
and nudging, further eroding the public sphere, and concentration of
economic (and, consequently, possibly political) power.

However, these harmful impacts could be overturned by putting
existing Al systems to different use: by making them work in such
a way as to improve, not degrade, democratic values and practices.
An important part of this would be a wider democratic debate about
Al, as well as a more participatory approach to Al development (see
Coeckelbergh 2022, 152; 2024, 81; Narayanan and Kapoor 2024, 17,
265).

Future threats to democracy posed by the development of artificial
general intelligence, and, subsequently, artificial superintelligence are,
for now and maybe forever, mostly useful as thought experiments. It
could be argued that most of the interest stems from dire doomsday
scenarios, as well as from anthropomorphizing Al, that is, ascribing to
it the humanlike features it does not possess. While the value of such
thought experiments for examining and predicting the future of Al
research and application is limited, they can help us think about the limits
and weak points of our understanding of democracy and its justifications.
They should not, however, divert us from the search for solutions to
more pressing problems presented by Al, and for ways to reimagine and
restructure Al research and application in ways more supportive and
conducive to democracy.
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HBana Jammanosuh”

Daxynmem norumuykux Hayka, Ynueepzumem y beoepady

BU ITPOTUB IEMOKPATHUJE: CAJAINIBOCT
N MOT'YRE BYAYRHOCTHU™

Pe3znme

[Ipenmer pama je cioXkeH W JWHAMU4YaH OgHOC u3Mely BemTauke
uaTenurennyje (BW) u nmemokparuje, ca TEeXHWIITEM Ha TPEHYTHO
nocrojehum mpumenama BU M BUXOBUM HMMIUIMKalWjaMa Kako IO
caMo JIPYyLITBO TaKO M IO JPYIITBEHY, a IIPe CBETa MOIUTHYKY, TEOPH]Y.
[Tonazehn on unmenute na ce BU cBe Buie HHTErpuUIle y CBAKOTHEBHU
KHBOT ¥ Jla PacTe HWHTEPECOBAE aKaJeMCKe 3ajellHHIe 3a FhCHE
MOJUTHYKE MOCIEOULE, Y Pady ce IPBEHCTBEHO Pa3Marpajy HauMHU
Ha koje BU moxe ma yuBpct moctojehe cTpykrype Mohu M moTKoma
nemokparcke npuHuune. Kopucrehu teopujy nemoxparuje Podepra [lana
Kao OKBHp, pal UAEHTU(HKYje TPH OCHOBHE JIEMOKPATCKE BPEIHOCTU
Koje Cy yrpoxkeHe pas3BojeM BU: jemHakocT, ayTOHOMHjY W jaBHY
coepy. Cucremn B, mocebHO OHM KOjU c€ KOPHCTE 3a MPEIUKTHBHE
aHaJIM3€ U aJTOPUTAMCKO OIJIY4HBaHbE, YECTO PENPOLYKY]Y APYIUTBEHE
U TOJUTHYKE HEjeAHAKOCTH. Mehy mpumepuMa cy NPHCTPacHU
AJITOPUTMU 32 U3PHLIAE 3aTBOPCKUX KA3HU M MUKPOIIUIBAHO TTOJIUTHYKO
orjamiaBame, KOjU HEMpONOpIUOHAIHO moralajy MapruHaln30BaHEe
rpylie U HEraTWHO YTHYY Ha CYIUITHHCKY JEHAKOCT Kao TMPETIOCTaBKY
JeMOKpaTHje 1 U300pHOT mporieca. BemTadka HHTEIUTeHIHja yrpoXKaBa
MIEPCOHAHY ayTOHOMHU]Y W ayTOHOMH]Y U300pa Beh cBojuM IpuMeHaMa
y TEXHOJIOTHjaMa HaJ30pa U alrOpUTMHUMa 3a Ipenopyke. TexHonoruje
Mperno3HaBama Juia 1 00paje BEIMKHUX CKYNOBa mojaaraka omoryhasajy
CBEIIPUCYTaH HAA30p, NOTEHIHMjanHO obecxpabpyjyhn mMonuTHYKO
aHT@KOBame M CI000Ay H3pakaBama. AJTOPUTMH 3a MpPENOpyKe U
TEXHHUKE YCMEpaBamba CYNTUIIHO MaHHUITYJIUIITY [TOHAIAmEM KOPHCHHKA,
orpaHnyaBajyhu MCTHHCKH W300p, IIITO MOXE Ja yTHUYE Ha pe3yiTare
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n3bopa. Opakse nmpumene BU u3asuBajy 3a0punHyTOCT 300T epo3uje
nuyHe ciobone cxBaheHe Kao ayTOHOMHjE, HEOIXOAHOT TeMesba
rpahaHcTBa y JEMOKpaTCKHM JpkaBama. JaBHa cdepa, HEONXoHa
Kao MpPOCTOp 3a pa3MeHy MUIJbeHmha oOaBemTeHux Tpalana, Takohe
je yrpokeHa. ANTOPUTMH APYIMITBEHHX MpeXka Koje Tokpehe, wimm
he y Hajommkoj OymyhHoctn mokperatn, BU dparmenTumry jaBHH
IHMCKYpC Yy exo-KoMmope, moiactuuyhu mnonapuzauujy u cmMamyjyhn
MmoryhHoctu 3a nenubepanujy. Mako ce Ha miatgopmama ApyIITBEHUX
mpexka BU Beh kopuctu 3a Mojepanmjy cajapikaja, HUje ce Mokaszalyia
e(UKacCHOM y Cy30Hjamy OBUX TPEHIOBA. JelaH cerMeHT paja nocsehex
je m cmekynamuju o Moryhum OymyhHOCTHMa KOje YKJBYUYjy OTIITY
Bemrtauky uHTenureHnnjy (OBU) m BemTauky CymepUHTENUTEHIH]Y
(BCH). OBU, nedunucana xao BU cnocoOHa na oOaBiba OMIIO KOjU
3aJaTak Ha UCTOM HUBOY Kao YOBEK, OTBapa MUTama O YKIbYUUBABY Y
neMokparcku nporec. Ako OBU nocTurae HUBO Jby/ICKE HHTEIUTCHIIN]E,
na i O6u Tpebano ma mobuje mpaBo riiaca Win APKaB/hAaHCTBO? Y pamy
CYy Pa3MOTPEHH HEKW Of W3a30Ba JcPHUHHCAmA ,,JdeMOca’ Yy TaKBUM
CIIeHapHjuMa, YKJbydyjyhn muTama TEJIeCHOCTH, peIUIKaluje u
ayronomuje. BCH, noreHuujanHo nocnenuna camoycaspiiaBama OB,
MoIa OM HaJAMAIIUTH JbYJACKY MHTEIUICHLHU]Y W MOCTaTH TIO0aTHU
cyBepeH. OBakBa Bep3uja OyayhHOCTH MMOACTHYE HAa Pa3MHUIIbamba
0 armoKaJHUINTHYHUM CIIeHapUjuMa Kpaja JbYICKE BPCTE, TOIUTHKE U
nemokpatuje. Yak u xaga 6u BCU He Om yrpoxkaBania JeMOKpATCKe
cUCTeMe, OrpoMHa KOTHHTHBHA pasiuka usMmely mymum u
CYNEPHUHTEIMICHTHUX EHTUTETa MOIa OM YYMHUTH TpaJULMOHAIIHE
MPO-/IEMOKPATCKe apryMEeHTE 3acTapeiuM. Y 3aKJbyUKy pajia KOHCTaryje
ce sJa HeraTuBHH yTHUaju BU mo memokparujy HHCYy HEU30€XKHHU U
Jla ce MOTY YOIQXKUTH KpO3 JIEMOKpAaTcKy jae0aTy M MapTUIMIATHBHU
IU3ajH, OMHOCHO Behe ydenthe IeMOKpaTCKe jJaBHOCTH Y OUTYIHBABY O
npasnyma passoja BU u menumM npumenama. CrieKyaaTuBHE pacipase O
OBU n BCH, nako KOpHCHE 3a TECTUPakhE HEKNUX MOCTABKU JIEMOKPATCKE
Teopuje, He OM Tpebasio Ja CKpeHy MaKiby ca pellaBamba CTBAPHUX U
aKTyeITHUX npooiema Koje nzasusajy Beh nocrojehu BU cucremu.

Kiby4yHe peun: BelITauyka WHTEIUTCHIU]jA, JIEMOKpATH]ja, JeTHAKOCT,
ayTOHOMHja, jaBHa cdepa, OMIITAa BeEMITadKa
WHTEJIUTCHIIN]a, BEIITauKa CYyIIepUHTEIUT SHITH]a
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