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Abstract

Artificial intelligence (AI) has assumed an increasingly significant role
in contemporary society, particularly within the healthcare sector. While
the medical community was initially hesitant to embrace advanced
technologies, recent years have witnessed a rapid expansion in the
integration of Al into clinical practice. This development has the potential
to fundamentally reshape the ways in which diseases are diagnosed,
treated, and predicted. Given that the fight against malignant diseases
constitutes one of the European Union’s central health policy priorities,
as articulated in the strategic document Europe s Beating Cancer Plan,
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this paper explores the potential of Al to advance the objectives of that
agenda, with particular emphasis on enhancing screening programmes
and fostering the development of personalised therapeutic approaches.
The paper is organised into three thematic sections. The first section
adopts an empirical approach to investigate the potential of Al in a clinical
context, with a particular focus on improving diagnostic accuracy and
advancing predictive analytics. The second section employs a comparative
legal methodology to analyse the regulatory frameworks governing the
application of Al in the healthcare systems of the Republic of Serbia and
the Republic of North Macedonia. The third section addresses key ethical
challenges, including the protection of patient privacy, the mitigation of
algorithmic bias, and the safeguarding of informed consent in a technology-
mediated medical environment. The methodological framework of this
paper is primarily grounded in qualitative analysis, encompassing both
legal instruments and relevant professional and academic literature, while
incorporating quantitative evidence to the extent that it is available through
existing medical research.

Keywords: artificial intelligence, screening program, personalized
treatment, patient informed consent, patient data protection

INTRODUCTION

The term Artificial Intelligence (Al) was first introduced by John
McCarthy at a conference held at Dartmouth College in 1956 (Prlja,
Gasmi, i Kora¢ 2021, 58). On that occasion, McCarthy defined artificial
intelligence as the capacity of a computer to perform specific tasks and
objectives through various learning and programming mechanisms
(McCarthy 2007, 1176-1177). In other words, artificial intelligence
denotes the advancement of technology to a level at which it can
independently carry out certain functions traditionally associated with
human intelligence (Sovilj i Stojkovi¢-Zlatanovi¢ 2023, 225; Stjepanovic¢
2024, 186). Al thus seeks to replicate human cognitive processes in order
to address complex problems. Within decision-making, it engages in
data processing tasks that closely resemble those employed by human
cognition (Scherer 2016, 359-362). Processes such as logical reasoning,
problem-solving, learning from prior experience, and even natural
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language interpretation form part of the algorithmic framework that
underpins Al-based decision-making (Andonovi¢ 2020, 113).

From its inception to the present day, artificial intelligence has
evolved at an extraordinary pace, becoming an integral component of
numerous domains of contemporary society. Among these, medicine
represents a field in which Al has exerted a particularly profound
influence. While the integration of Al into healthcare systems promises
significant advantages, enhancing efficiency, diagnostic precision, and the
delivery of personalised treatment, it simultaneously generates complex
legal and ethical challenges. As Wohlthat (2020, 20) observes, Al may
affect healthcare in four principal areas: diagnostics, the automation
of medical tasks (including robot-assisted procedures), therapeutic
decision-making, and biopharmaceutical innovation. In practice, Al
applications are already evident in clinical diagnostics and auxiliary
healthcare processes, such as patient triage, appointment scheduling,
medical record management, and postoperative monitoring.

The application of artificial intelligence in medicine is particularly
significant in oncology, given the complexity of malignant diseases and
the imperative for rapid and precise diagnosis. Recognising cancer as
a major public health challenge, the European Union has adopted the
strategic document FEurope s Beating Cancer Plan, which encourages
Member States to advance early detection and treatment initiatives
and to ensure equitable access and outcomes for patients (Vukadinovié¢
Markovi¢ 2024, 482—483). Within this framework, Al is emerging as a
pivotal tool capable of supporting early disease detection, personalised
therapeutic strategies, and more effective patient monitoring. Among
its earliest and most successful applications is diagnostic radiology
(Gulshan et al. 2016, 316). Al systems can analyse thousands of
magnetic resonance, CT scans, and mammography images in a fraction
of the time required for human assessment, while demonstrating the
capacity to detect even the smallest anomalies across extensive datasets.
This capability underscores the enormous potential of Al in identifying
early-stage pathological changes associated with melanoma (Srinivasu
et al. 2021, 2852) and prostate cancer (Saha et al. 2024). Particularly
encouraging outcomes have been observed in the application of Al to
the early detection of breast cancer (Vulli ef al. 2022, 2988; Shah ef al.
2022; Ahn et al. 2023).

Breast cancer remains one of the leading causes of mortality
among women in the European Union, accounting for approximately
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85,000 deaths annually. Studies indicate that Al software can interpret
mammograms up to 30 times faster than human radiologists, achieving
99% accuracy and significantly reducing both false positives and false
negatives in mammography screening. Given that Serbia exhibits
an exceptionally high incidence of breast cancer, around 4,000 new
diagnoses per year, and that the disease is often detected at advanced
stages, specific measures must be implemented to ensure earlier
detection (Miljus, Zivkovié¢-Perisi¢, i Bozi¢ 2022, 15). With current
waiting times for mammography and magnetic resonance imaging
extending up to six months, the deployment of Al could substantially
reduce these delays. Where double reading of mammograms is required,
Al can serve as a secondary reader, which is of critical importance in
settings experiencing shortages of trained radiologists (Griffiths 2016).
Moreover, Al technologies integrated with advanced deep learning
models can further enhance the detection of ductal breast carcinoma,
improving both the accuracy and reliability of image interpretation
(Praveen et al. 2022). Beyond imaging, Al is increasingly applied to
the analysis of genomic, histopathological, and clinical data, facilitating
more precise tumour classification and enabling the prediction of patient-
specific responses to the prescribed therapies.

Precision Medicine and AI-Driven Predictive Medical
Analytics

Precision medicine represents a key domain in which Al is
extensively applied, as it enables personalised healthcare and clinical
decision-making tailored to patients’ unique genetic, biochemical,
and psychological profiles. In this context, clinicians first analyse
the results of patients’ genetic tests, which may be facilitated by Al,
and subsequently employ algorithms to determine the most effective
therapeutic strategy based on individual characteristics. This approach
allows for the provision of so-called personalised therapies, which are
particularly crucial in oncology (Kraft 2019, 30). Personalised therapy
involves the use of drugs specifically designed to act in a targeted
manner, taking into account the patient’s genetic predisposition, thereby
enhancing therapeutic efficacy while reducing the risk of adverse effects
(Johnson et al. 2021).

Predictive testing further enables the assessment of disease
risk, supporting the implementation of individualised preventive
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interventions. Liquid biopsy, a non-invasive diagnostic technique that
analyses circulating DNA in the blood to detect early signs of malignant
disease recurrence, occupies a prominent place in contemporary oncology
(Gentile and Malara 2024).! Early detection of disease facilitates timely
intervention, improves treatment outcomes, and significantly reduces
overall healthcare costs.

Al also contributes to the monitoring of therapeutic regimens. For
instance, applications that track medication adherence by transmitting
images when doses are taken can verify correct administration and
enable immediate intervention in the event of non-compliance (Kostic,
Pavlovi¢, and Zivkovié 2019, 131).

Beyond its role in monitoring therapeutic regimens, Al is
increasingly being applied to predictive modelling. For the first time
in the Macedonian healthcare system, a predictive model has been
developed that employs artificial intelligence to anticipate complications
following stem cell transplantation. This model, intended for integration
into future clinical practice, holds the potential to markedly reduce
transplantation-related mortality. In particular, it is designed to estimate
the risk of acute graft-versus-host disease (GvHD) after allogeneic
haematopoietic stem cell transplantation through the application of
machine learning techniques. The project is being carried out by a team
of three Macedonian researchers: two physicians based in Macedonia
and a professor from the United States (3mpaBkoBcka 2025).

Allogeneic haematopoietic stem cell transplantation has been
part of the Macedonian healthcare system for 25 years. It represents
one of the most complex biological interventions in human medicine,
involving the replacement of a patient’s own cells with those of a healthy
donor. The primary objective of this procedure is the treatment of severe
conditions such as leukaemia, multiple myeloma, lymphomas, aplastic
anaemia, and myeloproliferative disorders.

Acute GVHD remains among the most frequent and severe
complications of allogeneic haematopoietic stem cell transplantation. It

The introduction of liquid biopsy has significantly advanced the field of oncological
surveillance, enabling highly precise and synchronised monitoring of carcinoma
initiation and progression. This development has redefined the conceptualisation
of cancer risk, which was traditionally attributed to an interplay of favourable and
adverse lifestyle factors. Within the contemporary paradigm of biological safety,
however, such risk is increasingly quantified through the analysis of biomarkers
reflecting cellular injury.
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arises when the donor’s immune cells (the graft) mount an attack against
the recipient’s tissues (the host), perceiving them as foreign. While
transplantation provides the patient with a “new immune system,” this
system does not always align with the host body. The spectrum of disease
severity ranges from mild manifestations to life-threatening forms.
Epidemiological data indicate that acute GvHD develops in 30—50%
of patients undergoing allogeneic transplantation, particularly in cases
where the donor is unrelated.

Modern medicine relies on immunosuppressive therapy treatments
that dampen the immune response to prevent or alleviate the onset
of GvHD. Yet, such interventions inevitably heighten vulnerability
to infections and other complications. The present project seeks to
develop algorithms grounded in clinical data, genetic markers, and
transplantation-specific characteristics, with the goal of generating an
individualized risk profile for each patient. These predictive models
are expected to facilitate timely intervention and substantially reduce
mortality associated with transplantation.

Beyond the context of transplantation, artificial intelligence also
holds significant promise for patients living with chronic diseases,
supporting more independent management of their health. This is of
exceptional importance for every cancer patient, both medically and
sociologically (Vukadinovi¢ Markovi¢, Radomirovié, i Stjepanovic¢
2025). Systems such as patient support tools, digital assistants, and
predictive applications for symptom monitoring enable patients to play
a more active role in managing their health. However, it is important to
emphasise that digitising healthcare should never replace the traditional
doctor—patient relationship, which is based on trust and empathy. In
addition to ethical dilemmas, the application of Al in medicine raises a
whole host of legal issues. These range from protecting privacy rights
and addressing algorithmic bias and oversight to determining liability
for wrong decisions resulting from Al recommendations (Sovilj 2023,
16; Stjepanovi¢ 2025, 189).

LEGAL REGULATION OF AI IN HEALTHCARE

The deployment of artificial intelligence in medicine gives rise
to a broad spectrum of legal and regulatory challenges, necessitating
the development of robust governance frameworks. In 2021, the
World Health Organization (WHO), as the leading international health
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authority, adopted the WHO Guidelines on Ethics and Governance of
Artificial Intelligence for Health (Ethics and Governance of Artificial
Intelligence 2021). These guidelines emerged from an 18-month
consultative process involving experts in ethics, technology, law, human
rights, and healthcare. They identify the principal ethical challenges and
risks associated with Al and articulate six fundamental principles for
its responsible use in healthcare. Furthermore, the guidelines provide
recommendations for the establishment of effective management systems
that ensure accountability while safeguarding the rights of both healthcare
professionals and patients. A significant milestone in the regulation of
artificial intelligence at the European Union level was reached on 24
January 2024, when the European Commission established the European
Artificial Intelligence Office. This Office is tasked with overseeing the
development of Al models, including general-purpose models, and
fostering collaboration with scientific and professional communities.
It will also engage in research and testing, ensure compliance with
legal regulations, and operate with a view toward global standards
(Dabi¢ 2025, 221). The Office is expected to serve as a central hub of
Al expertise within the Union and to lay the groundwork for a unified
European system to govern this technology (Dabi¢ 2025, 226).

Shortly after its establishment, on February 2, 2024, the Council
of the European Union unanimously adopted the Regulation on the
Harmonisation of Rules on Artificial Intelligence (commonly referred
to as the Artificial Intelligence Act), thereby initiating the final stage of
the legislative process (Regulation 2024/1689). The Regulation entered
into force on August 1, 2024, and is scheduled to become operational
36 months later, on August 2, 2027.2 Under the AT Act, Al systems are
categorised according to risk level, ranging from unacceptable and high
to limited and minimal, establishing the highest global standards of
protection (Schneeberger, Stoger, and Holzinger 2020, 212).

Additionally, the Regulation on the European Health Data
Space (Regulation 2025/327), which entered into force on March 26,
2025, merits particular attention. Its objective is to create a secure,
interoperable, and ethically designed framework for the exchange of
health data within the European Union.

2 This primarily refers to Article 6, which categorizes high-risk artificial intelligence
systems, including, among others, healthcare, and establishes strict requirements
concerning conformity assessment, risk management, transparency, human
oversight, and data quality (Regulation 2024/1689, Art. 6).
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Building on the aforementioned European Union regulations, the
governance of artificial intelligence in healthcare also relies on other
key EU instruments, such as the General Data Protection Regulation
(Regulation 2016/679), the Data Protection Act (Regulation 2022/868),
and mechanisms safeguarding privacy and patient rights.

Regulation of Artificial Intelligence in the Republic of Serbia

The regulatory framework for artificial intelligence in the Republic
of Serbia is gradually evolving in alignment with international standards.
The Strategy for the Development of Artificial Intelligence in the Republic
of Serbia (2020-2025) (Strategija za razvoj vestacke inteligencije u
Republici Srbiji za period 2020-2025 [SRVIRSP 2020-2025] 2019),
adopted by the Government of Serbia in December 2019, constituted the
foundational policy document in this domain. It delineated the objectives
and actions aimed at promoting the development and application of
Al, while also establishing the groundwork for a future Al-specific
legal framework. In January 2025, the Government adopted the new
Al strategy, extending the development plan for artificial intelligence in
Serbia for the period 2025-2030.

The 2020-2025 Strategy outlines measures designed to facilitate
the safe implementation of artificial intelligence in accordance with
internationally recognised ethical principles (Nikoli¢ Popadi¢ i Sjenicic¢
2024). The 2025-2030 Strategy explicitly provides that “the measures
include special support for the application of artificial intelligence
solutions in the fields of health and biotechnology” (SRVIRSP 2025-
2030 2025, mera 6.7). The preceding 2020-2025 guidelines had
already identified healthcare and medicine as priority sectors within
the public domain, although they did not provide a detailed analysis of
Al applications in these areas. According to these guidelines, “in the
healthcare system, artificial intelligence can significantly enhance early
diagnosis, ensure improved accessibility to resources and equipment,
optimise their utilisation, and contribute to the overall quality and
efficiency of healthcare services” (SRVIRSP 2020-2025 2019, ¢l1. 3-4).

Further steps towards the effective implementation of artificial
intelligence in Serbia are reflected in the Ethical Guidelines for the
Development, Application, and Use of Reliable and Responsible Artificial
Intelligence, adopted by the Government of Serbia in February 2023 and
formalised by a special conclusion in March of the same year (Zakljucak
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o usvajanju etickih smernica za razvoj, primenu i upotrebu pouzdane i
odgovorne vestacke inteligencije [ZUESRPUPOVI] 2023), hereinafter
referred to as the “Guidelines.” The Guidelines seek to establish a
regulatory framework that promotes the responsible development of
Al and introduces mechanisms to ensure compliance with the highest
ethical and safety standards. Although the Guidelines do not focus
exclusively on the healthcare sector, they recognise healthcare as a high-
risk domain (ZUESRPUPOVI 2023, ¢l. 2-3). While the use of Al is not
inherently detrimental, its potential impact on fundamental human rights
necessitates special oversight and a comprehensive impact assessment
prior to implementation.

In the context of processing patient data, ensuring compliance with
the provisions of the Law on the Protection of Patients’ Rights (Zakon
o pravima pacijenata 2019) is of particular importance. Article 11 (¢l.
11) of the Law guarantees patients the right to be informed about their
health status and the healthcare services available to them, including
information on how to access these services. It also ensures patients’
right to access all information derived from scientific research and
technological innovations. Furthermore, Article 14 (¢l. 14) guarantees
the confidentiality of information entrusted by patients to healthcare
professionals, including details concerning diagnosis and therapy. Such
information may not be disclosed to third parties without the patient’s
explicit consent.

Given the increasing integration of Al technologies in healthcare,
it is imperative to review existing legal provisions, particularly those
relating to informed consent, and to adapt them to address contemporary
challenges arising from the digitalisation and automation of medical
practice.

Regulation of Artificial Intelligence in North Macedonia

In September 2021, at the initiative of the Fund for Innovation and
Technological Development (FITR), the leading government institution
supporting start-ups and innovative companies in the Republic of North
Macedonia, a working group was established to develop the country’s
first National Artificial Intelligence Strategy, bringing together both
domestic and international experts. However, since its inception, the
group has convened only once. The strategy is envisaged as part of North
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Macedonia’s broader economic development agenda and is aligned with
the National Development Strategy 2021-2041.3

The State Audit Office (DZR), in its June 2025 performance audit
report Opportunities for the Use of Artificial Intelligence in the Public
Sector (KoHeueH M3BEINTaj 3a U3BpIIEHA PEBU3H]a HA YCIIEIITHOCT HA
TeMa MooicHocm 3a ynompeba Ha 6eulmayka UHMeIueeHYujd 60 jasHUom
cexmop 2025) concluded that North Macedonia lacks a strategy, legal
framework, and adequate infrastructure for the application of artificial
intelligence in the public sector despite the pressing need for them.*

In 2024, the Ministry for Digital Transformation was established
as the successor to the former Ministry for Information Society and
Administration. One of its first tasks has been to revive the initiative for a
National Artificial Intelligence Strategy and to oversee the rapid adoption
of the Strategic Action Framework for the Use of Artificial Intelligence.
This framework is envisioned as a government resolution, setting out
concrete tasks and activities across various sectors and institutions,
including education, healthcare, technology, and others, where Al tools
may be applied.

Within the broader context of digital transformation and the
national strategy for the development of information and communication
technologies, the use of artificial intelligence in healthcare is particularly
emphasized. Anticipated applications include the modernization of the
healthcare system through algorithms for early diagnosis, automated
analysis of medical imaging (such as X-rays and MRIs), the development
of personalized treatments, Al-based healthcare assistants, and the
optimization of hospital and healthcare resource management.

Nevertheless, the Minister for Digital Transformation and the
Government have taken the position that there is currently no need for
specific legislation governing artificial intelligence in North Macedonia,
despite this being one of the observations and recommendations made
in the report of the Digital Transformation Agency. The justification

In terms of innovation, the government launched 4DA in 2023, the first Al-powered
digital assistant in the public sector, designed to enhance transparency and provide
information on investment opportunities. Despite an investment of €150,000 in its
development and maintenance, the tool has since been discontinued (Digital Public
Administration Factsheets — North Macedonia 2024).

*  Between 2018 and 2023, FITR co-financed 48 projects worth a total of €6.11
million, none of which were implemented within state institutions. As a result, the
public sector has derived no tangible benefit from these investments (Annual Report
on performed audits and operations of the State Audit Office 2024 2024).
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offered is that Al remains a highly dynamic and relatively unpredictable
technology, still in exponential development.

For now, the regulation of artificial intelligence is seen as a global
challenge for both science and policy experts. Accordingly, the state’s
priority should be to actively monitor international developments,
align with global trends, and gradually transpose international legal
instruments into domestic law. In the interim, the emphasis should be
placed on establishing robust ethical standards for Al use, safeguarding
personal data, and promoting digital skills.

In terms of patient data processing, the Law on the Protection of
Patients’ Rights in North Macedonia is aligned with the GDPR (3akon
3a 3amTHTa Ha mpaBara Ha manueHtuTe 2015). The Law regulates the
collection of personal data, specifically medical data relating to a patient’s
health through the creation of a medical dossier. Such data includes
information on the patient’s medical history, diagnosis, prognosis, and
treatment, as well as any other information directly and closely linked
to their health.

Patients are guaranteed the right to confidentiality of both
personal and medical data, which must remain protected even after
their death, in line with data protection provisions. Disclosure of patient
data is permitted only under limited circumstances: with the patient’s
written consent; where necessary for medical intervention in another
institution; where required by law for processing by a healthcare
institution providing services to the patient; or for historical, scientific,
research, or educational purposes, provided that the patient’s identity
remains undisclosed. Patient data must be stored in accordance with the
provisions on the protection of professional, business, and personal data
confidentiality. Its processing is carried out in line with the applicable
personal data protection framework (3akoH Ha 3amITHTa Ha JIMYHATE
riomarorm 2021).

In light of contemporary challenges, including the ongoing
digitalisation of healthcare and the increasing integration of artificial
intelligence, it is crucial that existing legal provisions are updated to
align with global developments. This entails the careful transposition
of the latest European and international legal frameworks governing the
application of artificial intelligence in healthcare.
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ETHICAL ASPECTS OF ARTIFICIAL INTELLIGENCE

While the integration of artificial intelligence into modern
medicine offers a host of new opportunities, it simultaneously raises
important ethical questions. Some observers express concern that Al
could replace medical professionals (Sharma 2024). Yet, a comparable
resistance arose in the mid-20th century with the advent of computers,
which were initially perceived as a potential threat to established
professions. Historical experience demonstrates that digital technologies
have ultimately conferred far greater benefits than harm. Within this
context, it is reasonable to anticipate that Al will, in the long term,
enhance the quality of healthcare, benefiting both medical practitioners
and patients.

The doctor-patient relationship, grounded not only in professional
expertise but also in trust, empathy, and dedication, remains a cornerstone
of ethical medical practice (Ciri¢ 1991, 12—13). This relationship is
defined by the patient’s confidence in both the attending physician and
the healthcare system of a given country. Foundational ethical principles:
beneficence, non-maleficence, autonomy, and justice retain central
importance in clinical decision-making, particularly amid the rapid
digitalisation of healthcare. The application of these principles ensures
a careful balance between individual rights, societal responsibility, and
the preservation of professional integrity within medicine (Radenovic¢
2012, 20-25).

Respect for human dignity, as an inherent value of every
individual, lies at the core of all ethical principles and should serve
as the foundation for the development of ethical guidelines governing
the use of artificial intelligence in healthcare. A central concern is the
preservation of patient autonomy. Traditional medicine often relies on a
one-size-fits-all approach. By contrast, artificial intelligence is driving
the shift toward precision medicine, in which treatments are tailored to
the genetic, environmental, and lifestyle factors of individual patients.
Machine learning models analyse genetic and clinical data to predict
patient responses to specific medications, thereby reducing reliance on
trial-and-error prescribing.

In this context, artificial intelligence offers tools that can tailor
treatments to the individual characteristics of each patient, moving
beyond the limitations of traditional medicine. This approach is
particularly promising in oncology, where machine learning based tools
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assist oncologists in selecting the most effective therapies for patients
with complex cancers. Drawing on large datasets ranging from clinical
trials and historical medical records to laboratory results, machine
learning can efficiently classify patients, enabling more targeted and
effective treatment. It can also generate unbiased, data-driven prognoses
regarding treatment outcomes.

Perhaps the greatest advantage of personalised medicine lies in its
ability to simulate multiple scenarios and identify the strategy that best
aligns with a patient’s unique genetic profile. In the context of Al-assisted
early diagnosis, it is crucial that systems operate under adequate human
oversight. Otherwise, they may inadvertently limit patients’ control over
the decision-making process. Valid informed consent, therefore, requires
patients to be thoroughly informed about how algorithms function, the
data they use, and the potential consequences of their application.

The deployment of Al in clinical practice may lead to situations
in which decisions are generated exclusively by machines or algorithms.
Respecting autonomy requires that such systems do not diminish the
control of patients and healthcare professionals over diagnostic and
therapeutic processes. Systems should be developed exclusively as
decision-support tools, not as substitutes for human decision-making.
This entails an accompanying obligation to protect patient privacy,
uphold confidentiality, and ensure that consent is both valid and fully
informed.

Furthermore, critical ethical issues arise regarding decisions made
solely on the basis of automated data processing. These challenges must
be carefully addressed to safeguard the integrity of clinical judgment and
the rights of patients.

Even when the law permits automated decision-making through
Al systems, implementing the safeguards necessary to ensure patient
safety often proves challenging. Most healthcare professionals lack
sufficient training to fully understand the functioning of algorithmic
models and are therefore unable to provide patients with accurate,
comprehensible explanations. Consequently, a key element of informed
consent is frequently absent (Purdevi¢ 1997, 31), rendering patients
unable to give valid consent to a particular medical intervention. In
practice, valid consent requires that patients be adequately informed
about their health condition, the proposed treatment options, potential
outcomes, and available alternatives, with the information carefully
tailored to the individual patient.
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These challenges are particularly pronounced when employing
robotic systems. Patients with lower levels of education may react with
fear or distrust at the mere prospect of robotic involvement in medical
procedures. Discovering that the physician’s role is minimal or virtually
absent in certain procedures may provoke discomfort, anxiety, or even
panic (Kacer i Kacer 2019, 82).

Fear of dehumanisation in healthcare, where machines, rather than
humans, make critical decisions, raises profound philosophical questions
about the very nature of medical care. The role of healthcare professionals
must therefore evolve to integrate the analytical capabilities of artificial
intelligence with empathy, ethical reasoning, and moral judgement,
which remain uniquely human qualities.

A further major challenge is the problem of bias in machine
learning systems. Biased datasets containing structural imbalances or
underrepresentation directly undermine the accuracy and fairness of
algorithms trained upon them. For instance, if a medical image dataset
disproportionately reflects one demographic group, diagnostic models
trained on such data may produce unreliable or inaccurate results
when applied to patients outside that group. This risks misdiagnoses or
ineffective treatment pathways for entire populations.

Since artificial intelligence systems learn from data, they
inevitably absorb the prejudices of their creators as well as societal biases
embedded in the training material. Instead of correcting these tendencies,
Al can perpetuate and even institutionalize them. When algorithmic
decision-making occurs with minimal human oversight, responsibility
may be displaced through an overreliance on computer-generated
recommendations, a phenomenon often described as automation bias.

Ultimately, biased Al systems can generate algorithmic
discrimination, producing inequitable outcomes or discriminatory
behaviours. Moreover, if an Al model trains on historical datasets shaped
by discriminatory decisions, it may reinforce those very patterns through
a feedback loop, thereby jeopardising patients’ rights and undermining
trust in healthcare systems (Kam6oBcku u CrojanoBcka 2024, 21).

Meanwhile, the fundamental question of responsibility remains
unresolved. When Al systems participate in medical decision-making
that results in harm, the question arises as to who bears liability: the
software developer, the healthcare institution, the attending physician,
or the system itself? This dilemma becomes particularly pronounced as
Al systems gain greater autonomy. In conventional healthcare settings,
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accountability typically rests with the medical institution. To prevent
the diffusion of responsibility where “everyone is responsible, but
ultimately no one is held accountable,” it is essential to establish a
robust model of collective responsibility encompassing all stakeholders
involved in the development and deployment of Al technologies. Such
a framework promotes responsible and ethical conduct by all parties,
with the overarching aim of minimising risk and harm. Developers of
artificial intelligence, as well as medical professionals utilizing these
technologies, must remain fully aware of their responsibilities. They
should receive proper training, comply with ethical standards, and be
prepared to assume accountability for any potential adverse outcomes.

Another critical ethical challenge in the application of Al in
healthcare is the protection of patient privacy and the confidentiality of
medical data. Digital technologies, including electronic health records
(EHRs), facilitate the rapid and virtually unlimited replication and
dissemination of sensitive information. This amplifies the risk of data
being accessed by unauthorised entities, such as government agencies,
employers, or insurance companies. Breaches of confidentiality can have
numerous adverse consequences for patients, ranging from feelings of
shame and stigmatisation to discrimination in employment or unjustified
increases in insurance premiums (Glinti¢ and Bezbradica 2025).

Despite the growing integration of Al in healthcare, the
fundamental value of the healthcare system continues to be the trust-
based relationship between doctors and patients, which rests on mutual
respect, empathetic communication, and collaboration. Patients rely
on the professional expertise of physicians, while doctors depend on
accurate and truthful information from their patients (Goold and Lipkin
1999, 26).

The introduction of Al into medical practice presents an opportunity
to redefine the traditional doctor-patient relationship. Moving away from
a paternalistic model, participatory medicine is increasingly emphasised,
whereby patients actively engage in decision-making and acquire a
deeper understanding of their own health status. While this shift offers
significant benefits, it also presents challenges in maintaining the delicate
balance between technological assistance and the human dimension of
care (Floridi and Cowls 2022, 535-545).

The principal challenge for modern medicine lies not only in the
effective implementation of Al technologies but also in safeguarding
the core values of the medical profession, where clinical experience and
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patient relationships remain indispensable. Regardless of technological
advancement, direct interaction and mutual trust between doctors and
patients are essential for the provision of quality healthcare. Accordingly,
artificial intelligence should be regarded solely as a supportive tool
that aids physicians in the decision-making process, rather than as an
independent entity capable of replacing them. The ultimate responsibility
for all medical decisions must rest with the physician, who remains
accountable for the outcomes both professionally and ethically.

CONCLUSION

The integration of artificial intelligence into medical practice
represents a pivotal development in the evolution of contemporary
healthcare. This transition redefines the traditional doctor-patient
relationship, facilitating a shift from a paternalistic model to participatory
medicine, and thereby creating new opportunities to enhance the quality
of care. Al applications have the potential to substantially reduce
the workload of healthcare professionals by automating routine and
repetitive tasks, allowing clinicians to focus on complex patient care and
improving the overall accessibility of healthcare services.

Nonetheless, the deployment of Al in healthcare raises significant
legal and regulatory challenges, particularly concerning data protection,
liability for clinical applications, algorithmic oversight, and the
mitigation of potential decision-making biases. The development of Al
models often relies on sensitive health information, the misuse of which
may infringe upon patients’ rights to privacy. Moreover, questions of
liability remain unresolved when algorithmic systems generate incorrect
or harmful clinical recommendations, highlighting the need for clear
legal frameworks and robust oversight mechanisms.

Although artificial intelligence has yielded promising results
in diagnostics and therapy, particularly in oncology, radiology, and
preventive medicine, it has the potential to exacerbate existing
social inequalities if developed or deployed without due diligence
and responsibility. Biases present in input data can be encoded into
algorithmic models, potentially resulting in discriminatory outcomes
based on ethnicity, race, nationality, or other personal characteristics.
Such consequences may have far-reaching implications, including
unequal access to healthcare and potential violations of fundamental
human rights (Reddy et al. 2020, 491-497).
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Accordingly, the development and implementation of Al in
healthcare must be guided by ethical, fair, accountable, and transparent
principles, underpinned by clearly defined legal frameworks and robust
patient protection mechanisms. While artificial intelligence should
serve as a supportive tool rather than a replacement for physicians,
the role of the clinician must remain central to all aspects of clinical
decision-making. In many respects, the growing integration of artificial
intelligence in medicine exemplifies the boundless potential of human
ingenuity. By harnessing the capabilities of Al, we not only push the
frontiers of scientific knowledge but also reaffirm our dedication to the
core tenets of medicine: preventing disease, alleviating suffering, and
protecting the dignity of human life.
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Pe3zume

Vrnora Bemrauke natenurennuje (BU) cee je nzpaxenuja y caBpeMeHOM
OpYILITBY, YKJbyuyjyhu u cextop 3apaBcTBeHe 3amTute. Mako je
MeJIUIMHA WHUIM]jATHO TOKa3uBaia oapel)eHy pe3epBUCaHOCT IpemMa
MIPUMEHHN HAIIPETHUX TEXHOJIOTHja, Y HOBHjE BpeMe Oellexu ce yOop3aH
pact unTerpauynje B y knmuHNUKOj pakcy, ¢ HOTEHIN]aJIoM /1a TEMEJbHO
TpaHc(OPMHUILE HAYMHE 1jarHOCTUKOBAMA, JICUCHA U MPEAUKIH]e
6onectu. Mmajyhu y Bugy na je 6opba npoTHB MaJuUTrHUX OONECTH
jelaH oIl KJbyYHHX MPHUOPUTETA 3/paBCTBEHE MOJHUTHKE EBporcke
yVHUjE, apTHKYJIMCAaH KPO3 CTPaTEeIIKH JOKYMEHT EBporicku 1uiaH 3a
060pOy mpoTuB paka (Europes Beating Cancer Plan), oBaj pan ce 6aBu
aHanmu3oM noreHuujana BU y ocTBapuBamy 1IMJbeBa IOMEHYTE arcHE,
ca noceOHMM OCBPTOM Ha yHanpeleme CKpUHUHT IporpaMa u pa3Boj
[IEPCOHATM30BAHUX TEPaNMjCKUX NpucTyna. Pajx je ctpykrypupas y
TPH TeMarcke LeNuHe. Y TPBOM JIeNy ce, KPO3 eMITMPUjCKU MPHCTYII,
pa3marpa noreHinujan BU y KIMHUYKOM KOHTEKCTY, HAPOUHUTO Y
IOMEHY yHamnpehema IHjarHOCTHYKE TAYHOCTH M IPEIUKTHUBHE
aHanutuke. pyru neo ¢hoxycupaH je Ha mpaBHU OKBHp npuMene BU
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y 30paBcTBeHUM cuctemuma Pemyonuke Cpouje n Perryonuke CeBepae
MakezoHuje, Ipy 4eMy ce KOPUCTH yrmopeaHonpaBHa Metona. Tpehu
neo nmocBeheH je aHaJu3M eTMYKUX M3a30Ba, Kao IITO Cy 3allTUTa
NPUBATHOCTH MAIMjeHAaTa, AITOPUTAMCKA TPUCTPACHOCT U KOMILICKCHOCT
OCTBapuBama HHPOPMHCAHOT IPHCTAHKA Y TEXHOJIOMIKH OCPEIOBAHOM
MEIUIIHCKOM OKpYKerby. MeTOIOIONIKH, PaJ] Ce OCliamba MPETEeKHO Ha
KBAJINTATHBHY aHAJIN3Y NPAaBHUX aKaTa, CTPyYHE M HaydHEe JIUTepaType,
JIOK C€ KBAaHTUTATHBHH HAJIa3U UHTETPUILY Y MEPH Y KOjOj Cy TOCTYITHU
Kpo3 Beh crpoBezicHe MEAUIIMHCKE CTyAH]e.
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NalujeHTa, 3alTUTa o/IaTaKa MalnjeHTa
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