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Summary:

This paper presents the performance evaluation of image and video
quality assessment metrics on two publicly available datasets with
subjective quality ratings. In addition to the performance analysis at the
global level — at the level of complete datasets, the paper presents the
objective measures performance evaluation on subsets of signals inside
them. The image dataset contains five subsets created by using different
types of JPEG compression, while the video dataset contains six subsets
of sequences — four created by compression of original sequences, and
two subsets are with video signal transmission characteristic
degradations. To determine the success of objective measures, i.e.
comparison of subjective and objective quality scores, there were used
measures accepted by the International Telecommunication Union — ITU
(linear correlation coefficient, rank-order correlation coefficient, mean
absolute error, root mean squared error and oultlier ratio). It was shown
that objective quality measures can reach a high level of agreement with
the results of subjective tests on subsets of datasets. Objective measures
performances depend on the type of degradation which significantly
affects the performance at the complete dataset level. The difference in
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performances is more pronounced on video sequences due to
considerable visual differences in sequences created by using
compression, packet losses and additive Gaussian noise. Therefore, we
can say that a universal objective measure, i.e. measure that is useful for
different types of signal degradation, for different degradation levels, and
for different applications currently does not exist.

Key words: JPEG compression, H.264 and H.265 video compression,
objective image and video quality assessment.

Introduction

Images, or videos, pass numerous processing and transmission phases
before being viewed by the observer, and each of the phases may enter
degradations that affect the quality of the final presentation. Image and video
degradation in the recording process can occur due to the characteristics of
the optics, sensor noise, color calibration, exposure time, motion of the
camera, etc. After recording, an image or video adapts to the bandwidth of the
transmission system through the compression process. The introduction of a
high degree of compression is carried out at the expense of greater signal
degradation. During transmission through a communication channel or during
archiving, bit errors can also lead to degradation. Finally, end-user devices
can affect the subjective quality impression (poor resolution, calibration, etc.)
(Bovik, 2013).

As a human is an observer and user of the largest number of imaging
systems, subjective assessment is the most reliable method for evaluating the
quality of visual signals. In order to avoid subjective assessment, a procedure
for automatic, computational image/video quality evaluation is required. An
automated assessment procedure is called objective assessment and is
useful in many applications where visual effects on images during recording,
processing, compression, transmission and archiving need to be evaluated.
Objective assessment measures do not require testing equipment, there is no
complex organization of viewers, and with software implementation, time
estimates are reduced to real-time (Bovik, 2010).

The basic goal of the research in the field of objective quality assessment
is the development of a quantitative measure that (algorithmically,
automatically) evaluates the quality of images/videos and is in good
correlation with the mean opinion score (MOS). The ideal objective quality
assessment measure should be applicable to different types of distortion,
quantitatively covering different degrees of distortion and a wide range of
content of the source signal. In practical applications, due to demands for real-
time work, besides the conditions listed, computational complexity is also
important (Wang et al, 2002).
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Objective quality assessment measures have three types of
application. The first is to monitor the image quality to control the
transmission system. In this sense, quality assessment algorithms can be
used to improve image quality through the perceptual optimization of the
recording process, change of the transfer rate, resource reallocation with
the goal of balancing quality through the network, through post-
processing or by combining such approaches. Second, they can be used
to select the system and image processing algorithms. Third, they can be
embedded in an image processing system to optimize the algorithms and
parameters used. For example, achieve a minimum degree of signal
degradation for the given bit rate using compression, or achieve an
acceptable level of signal degradation with the lowest bit rate (Wang et
al, 2002).

According to the amount of information of the original (source,
reference) image used in the quality assessment process on the
receiving side (observer side), objective image quality evaluation can be
divided into three categories: no-reference (NR), full-reference (FR) and
reduced-reference (RR) (Bovik, 2013).

NR objective measures do not require knowledge of the original
image and the assessment depends entirely on the human perception of
the test image. Such measures can be used in all applications where
quality measurement is required. Reliable NR quality assessment is
currently possible if the type of distortion is known (JPEG compression,
JPEG2000 compression, blurring), and in recent times general NR
techniques for quality assessment appear (Wang & Bovik, 2011).

FR measures require full knowledge of the original image
information. In this case, the quality assessment system can be
considered as a communication system in which the original image is on
the transmitting side and a test image (image with degradation) is on the
receiving side. The basis of FR measures is comparison of the two
images (source and test images) at the pixel level, region level and/or
frequency characteristics level. However, in some real-world applications,
it is not possible to know the original image on the receiving side. Also,
objective FR image/video quality measures usually require precise
spatial and temporal registration.

The original image/video usually comes from a high quality sensor
and as such requires much more resources than image/video after
compression. For this reason, FR quality assessment measures are used
in laboratory tests to select image and video processing techniques.

RR techniques are between the previous two categories and are
designed to provide practical solutions in quality assessment while
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retaining the accuracy of the quality assessment. In these techniques,
only the most important source information is sent from the transmitting
to the receiving side. Since in this case the amount of additional
information is not large, the requirements regarding the bandwidth of the
channel are not significantly changed.

RR and NR quality assessment algorithms can be used as agents in
the network data transfer, for installation in routers, set boxes, smart
phones, tablets, or laptops. Through them, feedback information can be
obtained for source adaptation and control mechanisms resource
allocation, source coding and other network parameters (Wang & Bovik,
2011).

In this paper, we analyzed the performance of full-reference
objective image quality and video quality measures on two publicly
available datasets with subjective quality impressions — JPEG XR Image
Dataset (De Simone et al, 2009) and CSIQ Video Dataset (Vu &
Chandler, 2014). The JPEG XR Image Dataset is selected because it
contains high spatial resolution images, while the CSIQ Video Dataset is
selected because it contains sequences with recently introduced H.265
compression. The analysis was carried out at the level of complete
datasets (global level), as well as at the level of subsets (types of
degradation) of the test signals within the datasets (degradation level). In
the image quality assessment, eight objective measures were analyzed:
peak signal to noise ratio (PSNR), universal image quality index (UlQI)
(Wang & Bovik, 2002), structural similarity index (SSIM) (Wang et al,
2004) and its multi-scale version (MS-SSIM) (Wang et al, 2003), visual
information fidelity (VIF) (Sheikh & Bovik, 2006), visual signal to noise
ratio (VSNR) (Chandler & Hemami, 2007), most apparent distortion
(MAD) (Larson & Chandler, 2010) and gradient-based objective image
quality assessment measure Q*® (Bondzulic & Petrovic, 2011).

Video quality estimation can be obtained directly by applying an
image quality assessment measure frame by frame. Thus, the quality of
the video sequence was carried out by averaging the frame quality
values obtained using PSNR (Frame PSNR) and SSIM (Frame SSIM)
measures.

Additionally, the paper also analyzes the performance of the
objective video quality assessment measure VQ*® (Bondzuli¢, 2016),
which was created by the extension of the objective image quality
assessment measure Q*® (Bondzulic & Petrovic, 2011). The VQ*®
measure in its original form was used to evaluate the quality of the
sequences in low bit rate transmission systems.
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Some of the objective measures were analyzed for the first time in
the quality assessment of high-resolution images (JPEG XR Image
Dataset), and in the quality evaluation of the sequences with H.265
compression (CSIQ Video Dataset).

The work is organized in six sections. After the introduction, in the
second part of the paper, the methods of generalization of the results of
subjective tests are described. The third part of the paper presents the
criteria used to evaluate the performance of objective image and video
quality measures, which have been adopted by the International
Telecommunication Union (ITU). The fourth and fifth parts of the paper
present the performance of objective quality assessment measures on
the JPEG XR Image Dataset and the CSIQ Video Dataset. The last part
of the paper is a conclusion.

Subjective quality assessment

Procedures and standards for subjective quality assessment of
speech, audio and video signals are available throughout the years.
Subjective tests for assessing the quality of visual signals have been
formalized in the recommendations (International Telecommunication
Union, 2008), (International Telecommunication Union, 2012) and
(International Telecommunication Union, 2016), which suggest
observation conditions, criteria for the choice of observers and test
materials, and methods of data analysis.

The outputs of subjective experiments are the observations of the
quality of the observers, which are consolidated after the test and
represented through the mean opinion score (MOS). MOS is the most
commonly used method of subjective scores generalization and is used
as the basis for the development of objective quality assessment
measures:

NS
MOS, = iZSQ(n,i) (1)
Ns n=1

where are:

i —index (label) of the video with degradation in a subjective test,

SQ(n,i) — the subjective quality given by the observer n to the
sequence J,

Ns — the number of observers in the subjective test.

It can be said that MOS is a "democratic" measure that treats each
subjective score equally and really represents a mean (average) opinion.
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MOS values can be used to compare to the values obtained by applying
objective measures.

Since the MOS value is obtained from several individual quality
scores, a quality evaluation can be associated with a certain level of
statistical uncertainty. If there are significant fluctuations of subjective
scores, this uncertainty is high. The uncertainty of subjective scores can
be measured in many ways, but standard deviation, variance and
standard error are commonly used.

Standard deviation is determined on the basis of individual
subjective video quality scores, SQ; (index n corresponding to the
observer is ignored) and the mean opinion score of that video:

o = \E[SQ’I-EISQ])* =E[SQ]-MOS’ @)

where E[X] is the expected value of the variable X.

The standard error of the MOS is determined from the standard
deviation of the subjective scores and takes into account the number of
measurements in determining the measured value. In this case, that is
the number of observers who participated in subjective tests, Ns:

O

SE, = N 3)
S

The standard error is usually displayed along with the mean value as
its positive and negative deviation (MOS+2-SE;) — confidence interval,
but it does not speak about the reasons for the deviation.

Except through the MOS, the results of subjective tests can also be
presented through the difference mean opinion scores (DMOS) obtained
by subtracting the subjective evaluation of the signal with a distortion
from the average subjective estimation of the corresponding original
signal:

DMOS; = MOS """ — MOS ™™ ()

Criteria for performance evaluation of objective image
and video quality assessment metrics

The most common attributes reflecting the success of the objective
measure in the image/video quality prediction are: (1) the accuracy of the
prediction, (2) the prediction monotonicity and (3) the consistency of the
prediction (International Telecommunication Union, 2004). Objective and
subjective tests provide numerical (scalar) values for each original and
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test signal that indicate the relationship between the quality of the original
signal and the test signal. From the subjective tests results, mean values
of the scores (MOS/DMOS) and confidence intervals are used.

The results of the objective quality assessment metrics — video
quality ratings (VQR) are compared with the results of subjective tests
that can be delivered through DMOS or MOS quality scores. The
connection between VQR and DMOS/MOS scores does not have to be
linear as the results of subjective tests can have non-linear compression
(scaling) of scores around the extreme values of the used quality range.
In order to eliminate the nonlinearities introduced by the subjective
evaluation process (Figure 1), the relationship between predictions of
objective measurements and subjective quality scores is observed using
nonlinear regression between VQR and DMOS sets. By introducing non-
linear mapping, the accuracy and consistency of the prediction change,
and the prediction monotonicity remains the same.

A
DMOS )

»
»

VQR

Figure 1 — An example of a connection between VQR and DMOS
Puc. 1 - lNpumep ces3u mexdy VQR u DMOS
Cnuka 1 - lNpumep se3ze usamehy VQR u DMOS

Nonlinear regression is performed over [VQR, DMOS] datasets, and
must be monotone in the range of VQR scores. The shape of nonlinear
regression is not critical, with the condition that it is a monotone,
generally acceptable and has as few free parameters as possible to
facilitate the interpolation of data. In regression, different forms are used
for each of the objective measures and chooses the one that is the most
appropriate (with minimal mean square error) for a given measure.

The most common functions used in regression are (International
Telecommunication Union, 2004):

— third-order polynomial with four parameters

y =Quality(x) = A, + Ax+ Ax* + A, x° (5)
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— logistic function with four parameters

y=Quality() = —2 P21 p,
1+exp[x_ﬁ3] (6)
14|
— logistic function with five parameters
1

yzQuaIity(X)=ﬂ1 %_1+9Xp(ﬂ (X—ﬂ )

where x represents a set of VQR values (x=VQR) while y represents a
set of DMOS predictions, DMOS® (y=DMOSF), which are then compared
with subjective DMOS scores.

For nonlinear mapping between objective estimates x and subjective
scores y, the most commonly used function is accepted — the logistic
function with four parameters (6).

] + B X+ By (7)

Prediction accuracy

Accuracy is the ability of an objective quality estimation measure for
the prediction of DMOS subijective scores with a minimal average error
(International Telecommunication Union, 2004). Figure 2(a) shows the
results of the measure with a smaller mean error between DMOS" and
DMOS scores in relation to the measure of Figure 2(b). Therefore, the
accuracy of the objective measure in Figure 2(a) is better.

4

A A
DMOS e.- DMOS * .-
e @
0. o
o © e
®. ) ® .
IR ) )
e e . ]

U - - ° -
DMOS? DMOS?
(a) measure with greater accuracy (b) measure with less accuracy

Figure 2 — Objective quality assessment metrics comparison through prediction accuracy
Puc. 2 — CpasHeHue nokasameseli 06bLeKMUBHOCMU OUEHKU Ka4ecmea Memooom
MOYHO20 MPO2HO3UPOBAHUST
Cnuka 2 — Nopehere Mepa objekmusHe npoueHe Kke8anumema Kpo3 mayHocm
npedukyuje
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Numerous metrics can be used to determine the mean error, and the
typically used ones are the mean absolute error (MAE) and the root-
mean-squared error (RMSE) between objective estimates after non-
linear mapping and subjective scores. If the difference between DMOS
values and their predictions is determined as:

Perror, = DMOS, - DMOS (8)
where the index i refers to the serial number of the analyzed test

sequence, the mean absolute error and the root-mean-squared error for
the set of N test sequences are obtained as:

N
MAE =%Z|Perrori| (9)
i=1
19 2
RMSE = \/WZ(Perrori) (10)
i=1

The linear correlation coefficient (Pearson Linear Correlation
Coefficient, LCC), although not a direct measure of the mean error, is
also a common metric used to determine the accuracy of the prediction.
The lower values of the MAE and RMSE (ideally equal to zero)
correspond to the higher values of the correlation coefficient (ideally
equal to the unit).

For a set of N pairs (x,y;), the linear correlation coefficient is defined
as:
>

Xi
LCC =
N

S-Sy

i=1 i=1

)(Y;

y)

(11)

whereX and y are the mean values of the subsets x and y, which here
represent DMOS and DMOS sets.

Prediction monotonicity

Monotonicity is the degree to which objective predictions agree with
the relative amplitudes of subjective assessments (International
Telecommunication Union, 2004). DMOS? values derived from the
results of an objective measure should ideally be completely monotone
compared to the paired DMOS values, i.e. changing the DMOS" value
should have the same sign as the change of the DMOS scores.
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Figure 3 illustrates hypothetical connections between DMOSF and
DMOS for two measures of different monotonicity. Both measures have
approximately the same accuracy but the prediction monotonicity in
Figure 3(a) is better. The monotonicity prediction in Figure 3(b) is worse.
This is seen through the fall of the DMOSF values relative to what the
observers actually see and what is being done through increasing the
DMOS values.

Prediction monotonicity can be measured by the Spearman rank-
order correlation coefficient (SROCC), which is defined as:

S(-D-7) D)
SROCC =~ : =
\/_1(%_7?)221:(%_7)2 N(N _1)

(12)

where y, and y, are x; and y; ranks, while » and y are their mean

values.

This parameter compares the change between adjacent pairs of
DMOS values with a change between the corresponding DMOS values.
As the SROCC only works with the rankings (order) of the data and
ignores the relative distances between them, it is taken as a measure of
correlation with less sensitivity and is typically used if the number of
points (samples) is small. With the increase in the SROCC value, the
monotonicity of the objective quality assessment measure (ideally,
SROCC=1) grows.

pmos] ° 4
.."",.a DMOS 0. %
' 0.0
LI 0 i
~® )
e °.6
0. @ °

DMOS’ DMOS’

(a) measure with more monotonicity (b) measure with less monotonicity

Figure 3 — Objective quality assessment metrics comparison through prediction
monotonicity
Puc. 3 — CpasHeHue nokazamerneli 06beKmuU8HOCMU OUEeHKU Kadyecmaa Memooom
MOHOMOHHO20 MPO2HO3UPO8aHUSsI
Cnuka 3 — Nopehere mepa objekmusHe rpoueHe Keanumema Kpo3 MOHOMOHOCM
npedukyuje
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Prediction consistency

This attribute is related to the extent to which the objective quality
assessment measure preserves the prediction accuracy through a whole
set of analyzed video sequences (International Telecommunication
Union, 2004). An objective measure should be consistent for all types of
video sequences, that is, there is no significant deviation for subset of the
analyzed sequences.

Figure 4 shows the results derived from two objective quality
estimation measures with approximately the same values of the
MAE/RMSE between DMOS and DMOS® datasets. Figure 4(a) is an
example of a measure which has precise prediction for most of the
sequences, but also has large prediction errors for two points in the
middle part of the image. Figure 4(b) is an example of a measure that
has balanced prediction errors — for most sequences it is not accurate as
a measure in Figure 4(a), but its consistency is evident through
acceptable predictions for all sequences.

A A
DMOS ° e.- DMOS ® .-
.. ° ‘@ @
..‘.“ . .“. "". .
&
0. o MC
DMOS? DMOS?
(a) big prediction errors (b) balanced prediction errors

Figure 4 — Objective quality assessment metrics comparison through prediction
consistency
Puc. 4 — CpasHeHue nokazamerneli 06beKmuUeHOCMU OUEeHKU Kadyecmaa Memooom
coe1aco8aHHO20 NMPOeHO3UPOBaHUS
Cnuka 4 — Nopehere mepa objekmueHe MPoueHe Keanumema Kpo3 KOH3UCMEeHMHoOCcm
npedukyuje

The consistency of an objective quality estimation measure can be
determined by the number of points for which the prediction error is
greater than the adopted threshold. The threshold is usually twice the
DMOS scores standard error, i.e. the prediction error exists if:

|Perror,| > 2- DMOS;* (13)
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The number of prediction errors relative to the total number of points
is called the outlier ratio, OR, and is used as a measure of the
consistency of objective quality assessments. For an objective measure
with a smaller OR ratio, it is said to be more consistent.

Analysis of results on the JPEG XR Image Dataset

The JPEG XR (eXtended Range) Image Dataset is designed to
compare JPEG2000, JPEG and JPEG XR compression algorithms (De
Simone et al, 2009). Compression of 24-bit high-resolution images
(1280x1600 pixels) was considered through subjective tests carried out
in four sessions. In subjective tests, 16 observers participated. The
results of the subjective tests show a high degree of consistency, and
can be used to compare the performance of the analyzed compression
algorithms. The subjective quality evaluation was done in the laboratory
of the Multimedia Signal Processing Group (MMSP) of the Ecole
Politechnique Federale de Lausanne (Switzerland) academic institution
(EPFL).

The dataset contain 10 original images of different content, the
distribution of color and texture. Four original images were used in the
observer training stage, while the remaining six original images were
used in subjective tests.

In the JPEG2000 encoding, two configurations were used, which
differ according to the sampling in the color channels (4:2:0 and 4:4:4).
The JPEG XR compression was performed using two implementations
obtained from Microsoft Corporation (MS) and Pegasus Corporation
(PS). JPEG XR is a block-based compression developed to optimize
image quality and compression efficiency with a small encoder/decoder
complexity.

Test images were obtained using six degrees of compression —
0.25, 0.50, 0.75, 1.00, 1.25 and 1.50 bpp. In this way, 30 degraded
images are obtained for each original image (5 compression algorithms x
6 degrees of compression), and the dataset contains 180 test images
that are subjectively evaluated.

The observers gave subjective assessments by simultaneous
observation of the original and test image, with the task of first detecting
the test image, and then evaluating it. The impressions of quality were
given using a continuous scale at an interval from 0 to 100. The results of
subjective tests were presented through the mean subjective scores
(MOS) and confidence intervals.
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The results of the subjective tests have shown that for situations in which
the pixel is represented with more than one bit (1 bpp) the quality of
compressed images is approximately the same for all codecs. Also, JPEG2000
4:4:4, JPEG XR MS and JPEG XR PS compression algorithms have shown
stable behavior for different content and different bit rates. On the other hand,
the performance of JPEG2000 4:2:0 and JPEG compression algorithms
significantly depend on the content of the image and the degree of compression
(De Simone et al, 2009).

Figure 5 shows the image degradation examples of the JPEG XR Image
Dataset (the original image "p10_orig.omp" and the corresponding images with
degradation at 0.25 bpp). In order to better understand the differences in quality,
parts of images are shown (700x700 pixels). Subjective quality impressions are
also given. The observers rated the JPEG compressed image with the smallest
grade, in which the blocking effects are very noticeable. Blocking effects are
less visible in the JPEG XR compression algorithms thanks to the adaptive
quantization techniques used in them. The images with the JPEG2000
compression show typical artifacts created by wavelet compression — blurring
and ringing. Blurring occurs due to the attenuation of high spatial frequencies of
the image, while the ringing effect arises due to the quantization of high
frequency coefficients in transformational coding. These effects are perceived
through the spreading of edges, the loss of detail and waves around the
boundaries of the regions.

The performance of objective quality assessment measures on the
complete JPEG XR Image Dataset is given in Table 1. Eight objective quality
assessment measures were analyzed. The performance of two measures with
the best results are marked with bold font. The best matching of subjective and
objective quality scores is obtained by using the MAD and VIF objective
measures, while the PSNR is with the worst performance.

Table 1 — Performance of objective quality assessment metrics on the JPEG XR dataset
Tabnuua 1 — OkcnnymayuoHHbIe XxapakmepucmuKku rnokazamersel o6bLekmusHocmu

OUeHKU Kavyecmea Ha ocHosaHuu JPEG XR 6a3bl
Tabena 1 - lNepghopmaHce objekmusHUX Mepa rpoueHe keanumema Ha JPEG XR 6a3u

Measure LCC SROCC MAE RMSE OR (%)
PSNR 0.7819 0.7980 12.8737 16.5360 35.5556
uiQl 0.8621 0.8186 9.5605 13.4404 23.3333
SSIM 0.8744 0.8435 0.6144 12.8684 23.8889
MS-SSIM 0.9309 0.8930 7.0745 0.6863 14.4444
\V/IF 0.9389 0.9130 6.8067 0.1278 13.3333
\VSNR 0.8765 0.7803 10.1065 12.7692 23.3333
MAD 0.9466 0.9406 6.2598 8.5498 11.1111
Q*® 0.9269 0.8995 6.8809 9.9561 11.6667
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o I i A ' A i J
(e) JPEG XR MS (MOS=20.31) (f) JPEG XR PS (MOS=28.77)
Figure 5 — Degradation examples introduced in the JPEG XR original image

Puc. 5 — lNpumepb! uckaxxeHuUs1 UcXo00H020 u3obpaxeHusi uz JPEG XR 6a3bi
Cniuka 5 — lNpumepu deepadayuja yHemux y uzeopHy cnuky JPEG XR 6a3se
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Figure 6 shows the scatter plots of subjective (MOS) versus
MAD/VIF objective quality values on the JPEG XR Image Dataset, where
each point represents a single test image (lower MAD, or higher VIF
values correspond to better subjective quality). Vertical and horizontal
axes represent MOS and the obtained objective estimates, respectively.
There is an almost linear relationship between subjective and objective
quality scores, with constant dissipation of quality scores around the
interpolation curve in a complete range of quality.

100,

100

JPEG2000 4:2:0

X
+ JPEG2000 4:4:4
80 ] O o : 80
8 JPEG XRMS
JPEG XR PS
7)) 60 Logistic func. ) (7] 60
g S
> JPEG2000 4:2:0
40 40 JPEG2000 4:4:4 | ]
JPEG
JPEG XRMS
20 20 JPEG XR PS
Logistic func.
0 . 0
0 20 40 60 8 100 120 0 08 1
MAD
(a) MAD
Figure 6 — Scatter plots of subjective (MOS) versus objective quality predictions on the
JPEG XR Image Dataset

Puc. 6 — [luaepamma pacrnipocmpaHeHus cybrekmusHbix (MOS) u o6bekmueHbIx
rnokasameneti Ha ocHogaHuu JPEG XR 6a3bl
Cnuka 6 — [Jujacpamu pacunama cybjekmusHux (MOS) u o6jekmusHux epedHocmu
keanumema Ha JPEG XR 6a3u cnuka

Tables 2 and 3 show the performance of objective measures on
image subsets within the JPEG XR Image Dataset, through the linear
correlation coefficient (LCC) and the correlation of the ranks (SROCC).
The performance of objective measures depends on the choice of a
subset of the JPEG XR Image Dataset. Thus, the degree of agreement
between subjective and VSNR objective quality scores (measured
through SROCC) in subgroups ranges from 64% to 84%. The
performance of other objective measures also varies from a subgroup to
a subgroup, with the most stable performance of the MAD objective
measure (the correlation coefficient over all subsets is greater than 93%).

Perhaps the most important aspect of the performance of an
objective measure is its ability to reliably evaluate and rank various
image compression systems, which can be achieved through costly and
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time-long subjective tests. The subjective codec evaluation at different
compression levels is available from subjective tests and can be directly
compared to objective scores. Methodologically, this includes separating
the image quality scores obtained by different compression types for the
specific compression rate and adding them to one score that reflects this
type of compression (e.g. JPEG at 0.25 bpp). This is done for subjective
and objective quality scores for all types of compression, after which a
correlation of the resulting (mean) quality scores is determined.

Table 2 — Linear correlation coefficient (LCC) between subjective and objective quality
scores (after nonlinear regression) on the JPEG XR Image Dataset
Tabnuya 2 — KoagbgpuyueHm nuHelHol koppensyuu (LCC) cybbekmuHbIX U
06beKmMuUeBHbIX Moka3amenel (mocne HenuHelHoU peaspeccuu) Ha ocHoesaHuu JPEG XR
6a3sbl
Tabena 2 — KoegpuuyujeHm nuHeapHe kopenayuje (LCC) cybjekmusHuUx u objekmueHuUX
CKopoea (HakoH HernuHeapHe peepecuje) Ha JPEG XR 6a3u criuka

Measure JPEG2000 JPEG2000 WPEG JPEG XR MS [JPEG XR PS
4:2:0 4:4:4 4:2:0 4:2:0 4:2:0
PSNR 0.8990 0.8359 0.7876 0.7743 0.7628
uiQl 0.8564 0.8420 0.9009 0.8780 0.8770
SSIM 0.9460 0.8773 0.8956 0.8609 0.8504
MS-SSIM 0.9706 0.9500 0.9389 0.9167 0.9430
\V/IF 0.9683 0.9544 0.9643 0.9247 0.9657
\VSNR 0.9020 0.8822 0.9247 0.9221 0.9167
MAD 0.9748 0.9608 0.9647 0.9516 0.9306
Q™ 0.9483 0.9225 0.9432 0.9231 0.9266

Table 3 — Spearman rank-order correlation coefficient (SROCC) between subjective and
objective quality scores on the JPEG XR Image Dataset
Tabnuua 3 — PaHzosas koppensayus (SROCC) cybbekmugHbix U 06beKmMUBHbIX
rnokazamerned (nocne HenuHeliHOU peepeccuu) Ha ocHosaHuu JPEG XR 6a3bi
Tabena 3 — Kopenauyuja paHzosa (SROCC) cybjekmusHux u 06jekmusHuUX cKoposa Ha

JPEG XR 6a3u cnuka
Measure JPEG2000 |JPEG2000 [PEG JPEG XR MS [JPEG XR PS
4:2:0 4:4:4 4:2:0 4:2:0 4:2:0
PSNR 0.8888 0.8719 0.7640 0.7732 0.7938
ulQl 0.8234 0.8318 0.8049 0.8505 0.8278
SSIM 0.9284 0.8578 0.8005 0.8293 0.8239
MS-SSIM 0.9539 0.8981 0.8674 0.8698 0.8963
\V/IF 0.9601 0.9268 0.9107 0.8824 0.9305
VSNR 0.8376 0.6435 0.8414 0.8376 0.8095
MAD 0.9665 0.9624 0.9428 0.9390 0.9315
Q"® 0.9323 0.9225 0.8746 0.9148 0.9012

337

Bondzuli¢, B. et al., Performance analysis of full-reference objective image and video quality assessment metrics, pp.322-350



VOJNOTEHNICKI GLASNIK / MILITARY TECHNICAL COURIER, 2018, Vol. 66, Issue 2

Figure 7 shows the mean values of the subjective and objective
quality scores of different types of compression, at different degrees of
compression. In this case, averaging is carried out by taking the
appropriate values of the subjective, i.e. objective quality values for six
visual contents (generated from six original images). The degree of
agreement between subjective and objective quality scores is given in
Table 4. Although Table 4 shows an extremely high degree of agreement
between subjective and objective quality scores, none of the objective
quality assessment measures has reached a full compliance with the
rankings of subjective quality impressions. This is also evident from
Figure 7, where there is an almost constant quality of all compression
algorithms for bitstreams greater than 1 bpp. As the compression rate
increases, subjective and objective differences become greater.
Objective measures correctly detected the worst quality obtained by
using JPEG compression for the degree of compression of 0.25 and 0.5
bpp. However, while the observers in these situations preferred the
JPEG2000 4:4:4 compression type, according to objective quality
assessment measures, priority is given to the JPEG2000 4:2:0
compression. This is due to the introduction of the quantization tables of
visual significance in the JPEG2000 4:4:4 compression, which gave the
viewers better visual quality but "confused" the objective quality
assessment measures (made an objective difference between test
images and original images). Also, from Figure 7 it can be observed that
the observers between two implementations of JPEG XR compression
(with different quantization techniques) favor the MS implementation for
all degrees of compression. However, objective measures favor the PS
implementation.

Although the results/conclusions are derived from averaging on six
visual content, it can be concluded that there is still a need for the
development of new and improvement of existing techniques of objective
image quality assessment. Bearing in mind the results on the JPEG XR
Image Dataset, the possible direction for improvement is through the
implementation of different characteristics of the human visual system in
objective measurements (VSNR, MAD, VIF and Q"® objective measures
include some of the human visual system characteristics). As the image
datasets mainly contain color images (as well as the JPEG XR Image
Dataset), and objective measures are mainly designed to work only in the
intensity channel, another possible direction of improving the
performance of objective measures is through their extension to analyze
the preservation of information from the color channels.
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Figure 7 — (a) mean values of subjective quality scores (MOS), (b) (c) mean values of
MAD and VIF objective quality scores and (d) (e) scatter plots of subjective versus
objective quality predictions after averaging
Puc. 7 — (a) cpedHue 3HadeHus cybbekmuaHbix (MOS) nokazamenel kadecmea, (b) (c) cpedHue
3HaqeHusi MAD u VIF rniokasameneli ka4ecmea u (d) (e) Quagpammbl pacrpocmpaHeHUst
cybbekmueHbIX U 06 LEKMUBHbIX MoKa3amersiell Kayecmaa riociie yCpeOHeHUsI
Cnuka 7 — (a) cpedre spedHocmu cybjekmusHux (MOS) ckoposa ksanumema, (b) (c)
cpedre spedHocmu MAD u VIF ckoposa keanumema u (d) (e) Oujaepamu pacunara
cybjekmusHUX U 0bjeKmuBHUX CKOpo8a Keaslumema HaKoH ycpedragara
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Table 4 — Comparison of objective quality assessment metrics performances after
averaging subjective/objective scores on the JPEG XR Image Dataset
Tabnuua 4 — CpasHeHue xapakmepucmuk 06beKmMUBHOCMU OUEHKU Kayecmea rnocrie
ycpeOHeHus1 cybbekmusHbIx/0b6beKkmueHbIX okasamersel Kadecmea Ha OCHOB8aHUU
JPEG XR 6as3bi
Tabena 4 — lNopehere nepghopmaHcu 0bjeKmusHUX Mepa NMpoueHe Keanumema HaKkoH
ycpelr-agara cybjekmusHuUX/0bjekmusHUX ckoposa keanumema Ha JPEG XR 6a3u

Measure LCC SROCC
PSNR 0.9228 0.9138
ulQl 0.9756 0.9834
SSIM 0.9769 0.9670
MS-SSIM 0.9401 0.9839
\V/IF 0.9603 0.9552
VSNR 0.9462 0.8918
MAD 0.9797 0.9692
Q" 0.9676 0.9879

Analysis of the results on the CSIQ Video Dataset

The CSIQ Video Dataset (Vu & Chandler, 2014) was developed by
the Oklahoma State University in order to obtain a set of data for the
validation of objective video signal quality assessment measures. The
dataset consists of 12 high quality reference videos and 216 degraded
videos. Degradations were made by using six different types of distortion.
In the subjective tests, 35 observers participated.

The video sequences in the dataset are in the raw YUV420 format,
with 832x480 resolution, 10 seconds duration and a wide tempo range:
24, 25, 30, 50 and 60 fps. All types of distortion were applied to each
reference video signal, in three different degrees. In this way, for each
original video, there are 18 test video sequences. Four compression
distortions and two distortions that occur during transmission were used:

— H.264 compression (H.264/AVC),

— HEVC/H.265 compression (HEVC),

— Motion JPEG compression (MJPEG),

— compression based on a wavelet transformation using the SNOW
codec (Wavelet),

— packet losses caused by the wireless transmission of the H.264
compressed bitstreams (H.264/PLR) and

— additive white Gaussian noise (White noise).
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The  compression  systems  generally provide  uniform
distortion/quality in video, both spatial and temporal. The uniformity of the
distortion is also characteristic for the sequences with the additive
Gaussian noise. Packet losses, on the other hand, cause short-term
distortions in the video in the form of flicker, both spatial and temporal.

Figure 8 shows the representative frames of the CSIQ Video
Dataset test sequences, illustrating all six types of degradation used in
this dataset. The figure shows that the visual effects of distortion are
different. The video sequences with compression have typical
compression artefacts, such as blocking effect, blurring, ringing effect
and poor compensation of movement around the edges of the objects. It
is also interesting to highlight the differences in the degradation of the
resulting MJPEG and H.264/H.265 compressions, where the blocking
effect is greatly reduced in the H.264/H.265 sequences. The errors in the
packet networks are short-term and appear as sudden transitions in the
video. Test sequences and frames were selected randomly, with the aim
of illustrating the diversity of the contents of the original sequences and
typical artefacts of their degradation. Through this set of selected
sequences, the observers gave the highest quality to the H.264/AVC
compressed sequence (DMOS=21.84) — Figure 8(a), and the lowest
score was obtained for the H.265 (HEVC) compressed sequence
(DMOS=75.79) — Figure 8(f).

Three objective quality assessment measures — Frame PSNR,
Frame SSIM and VQ"® were tested on the CSIQ Video Dataset, and their
performance analysis is given in Table 5. Among the three measures, the
best matching between subjective and objective quality scores is
obtained with the VQ*® objective measure. It is noted that the
performance of objective measures is significantly worse than the
performance of objective measures on the JPEG XR Image Dataset. A
better understanding of these results can be obtained by analyzing the
performance of objective measures on subsets of the CSIQ Video
Dataset. The performance of objective measures in subgroups is given in
Tables 6 and 7, through linear correlation (LCC) and rank-order
correlation (SROCC) between subjective and objective quality scores. In
addition to the three tested measures, the performance of four additional
measures is also given — VQM (Pinson & Wolf, 2004), MOVIE
(Seshadrinathan & Bovik, 2010), TQV (Narwaria et al, 2012) and VIS;
(Vu & Chandler, 2014). The performance of additional measures was
taken from (Vu & Chandler, 2014). Additionally, Figure 9 shows the
scatter plots of subjective and objective quality scores on the CSIQ Video
Dataset.
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(a) H.264/AVC compression (b) H.264 with packet losses
BasketballDrive sequence (DMOS=21.84) Kimono sequence (DMOS=57.36)

(c) MJPEG compression (d) wavelet compression (SNOW codec)
BQTerrace sequence (DMOS=66.48) Timelapse sequence (DMOS=65.81)

(e) additive Gaussian noise (f) HEVC compression
Keiba sequence (DMOS=42.06) PartyScene sequence (DMOS=75.79)

Figure 8 — Example frames of the test sequences used in the CSIQ Video Dataset
Puc. 8 — lNpumepbl kaOpos mecmosbix rnocrnedosamersibHocmeli Ha ocHogaHuu CSIQ
sudeobasbi
Crniuka 8 — Penipe3zeHmamusHu kadposu mecm cekeeHuyu CSIQ sudeo-6ase
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Table 5 — Performance comparison of various objective quality assessment metrics on
the complete CSIQ Video Dataset
Tabnuya 5 — CpasHeHue xapakmepucmuk 06beKmu8HOCMU OUEHKU Ka4Yecmea Ha
ocHosgaHuu nosnHol CSIQ sudeobassi nocrnedosamernibHocmeu

Tabena 5 — lNopehere nepghopmaHcu 0b6jekmusHUX Mepa MpoyeHe Kkgarumema Ha
komrnemHoj CSIQ sudeo-6a3u cekseHUyu

Measure LCC SROCC MAE RMSE OR (%)
Frame PSNR [0.5820 0.5957 10.7469 13.5212 13.8889
Frame SSIM  [0.6441 0.5769 10.1931 12.7189 12.0370
\vVQ e 0.7160 0.6418 9.2039 11.6078 7.8704

Table 6 — Linear correlation coefficient (LCC) between subjective and objective quality
scores (after nonlinear regression) on the CSIQ Video subsets
Tabnuua 6 — KoaghgpuyueHm nuretiHot koppensyuu (LCC) cybbekmueHbIX u
0bbeKkmueHbIX nokasamersneli kKayecmea (rocre HemnuHelHoU pezspeccul) Ha OCHO8aHUU

noomHoxecme CSIQ sudeobasbl

Tabena 6 — KoegpuyujeHm nuHeapHe kopenauuje (LCC) cybjekmusHux u objekmugHuUX
CcKoposa Keaniumema (HakoH HerluHeapHe peepecuje) Ha nodckynosuma CSIQ eudeo-

base
Measure H.264/AVCH.264/PLR MJPEG Wavelet \White noise [HEVC
Frame PSNR |0.8232 0.8236 0.6872 0.7713 0.9494 0.7851
Frame SSIM |0.8779 0.7666 0.8304 0.7878 0.9446 0.8258
\vVQ e 0.9640 0.6586 0.9397 0.9000 0.8815 0.9589
\VQM 0.916 0.806 0.641 0.840 0.918 0.915
MOVIE 0.904 0.882 0.882 0.898 0.855 0.937
TQV 0.965 0.784 0.871 0.846 0.930 0.913
VIS; 0.918 0.850 0.800 0.908 0.916 0.933

Table 7 — Spearman rank-order correlation coefficient (SROCC) between subjective and
objective quality scores on the CSIQ Video subsets
Tabnuya 7 — PaHeosas koppensayusi (SROCC) cybbekmueHbix U 06beKmMUBHbIX
nokazamenel kayecmea Ha OCHO8aHUU NOOMHoxecme rocriedosamesibHocmel CSIQ

sudeobasbl

Tabena 7 — Kopenayuja paHeosa (SROCC) cybjekmusHux U 06jekKmusHUX cCKoposa
Kkeanumema Ha nodckynosuma cexkeeHuyu CSIQ sudeo-b6ase

Measure H.264/AVCH.264/PLR MJPEG Wavelet \White noise [HEVC
Frame PSNR |0.7949 0.8172 0.6530 0.7493 0.9053 0.7552
Frame SSIM (0.8582 0.7712 0.8196 0.7586 0.9236 0.8118
\vVQ e 0.9627 0.6792 0.9393 0.8937 0.8409 0.9387
\VQM 0.919 0.801 0.647 0.874 0.884 0.906
MOVIE 0.897 0.886 0.887 0.900 0.843 0.933
TQV 0.955 0.842 0.870 0.831 0.908 0.902
\VIS3 0.920 0.856 0.789 0.908 0.928 0.917
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Tables 6 and 7 show that the performance of objective quality
assessment measures significantly depends on the type of degradation
of the original sequences. Thus, the performance of the Frame PSNR is
the worst for the MUPEG compression sequences, while the performance
of the VQ"® measure is the worst for a subset of sequences with packet
losses (in this subset VQ*® measure has the smallest agreement with
subjective impressions among all other objective measures). The newly-
proposed VQ*® measure has very good performance for a subsets of
sequences with compression, and slightly lower performance for the
sequences with additive noise. This measure was tested on the H.265
compression sequences for the first time, where the best performance
among the analyzed measures was achieved.
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Figure 9 — Scatter plots of subjective (DMQOS) versus objective quality predictions on the
CSIQ Video Dataset: (a) VQ*®, (b) Frame SSIM and (c) Frame PSNR
Puc. 9 — Juaepammbi pacrpocmpaHeHust cybbekmusHbix (DMOS) u o6bekmugHbIx
rnokasamerieti kayecmsa Ha ocHosaHuu CSIQ sudeobasb! rnocnedosamernbHocmeu: (a)
Ve, (b) Frame SSIM u (c) Frame PSNR
Cnuka 9 — [ujagpamu pacunara cybjekmusHux (DMOS) u o6jekmusHux epedHocmu
keanumema Ha CSIQ sudeo-ba3u cekeeHyu: (a) vQ'® (b) Frame SSIM u (c) Frame
PSNR
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The scatter plot of the subjective and VQ"® objective quality scores,
shown in Figure 9(a), confirms that the bad VQ"® measure results at the
global level (on a dataset) originate from the worse results for a subset of
sequences with packet losses, in which the objective values VQ*?
deviate from the trend of other scores. Also, with the frame SSIM
objective measure, the deviation trend of the sequences with the packet
losses compared to the sequences with compression is confirmed, and
additionally there is the deviation trend of the sequences with additive
Gaussian noise — Figure 9(b). With the Frame PSNR objective measure,
it is possible to talk about an isotropic cloud in the space of subjective-
objective quality scores — Figure 9(c).

Conclusion

This paper analyzed a possibility of using the full-reference objective
quality assessment measures of visual signals — images and videos. The
analysis was conducted on the two publicly available datasets with
subjective quality impressions, with a representative number of visual
signals (180 test images and 216 test sequences). These datasets
contain the subsets of images/videos created by the characteristic
degradations typical for processing and transmission of visual signals.

An analysis of the objective measures performance at the level of
subsets of the signals inside the datasets has shown that the
performance of objective measures depends on the choice of a subset,
i.e. type of degradation. The difference between the performance is more
pronounced on the video dataset due to significant visual differences
inside the test sequences. Therefore, it can be said that there is no
objective measure of quality assessment that will be useful in all
situations — for different types of degradation, for different degrees of
degradation, for various applications, etc. (universal measure).

It has been shown that the objective measures applied on the
subsets can reach a high degree of agreement with the results of
subjective tests. The maximum level of agreement between objective and
subjective quality scores (measured through linear correlation) on the
analyzed image subsets is 97.48% — MAD objective measure on the
JPEG2000 4:2:0 subset. The same measure on complete image dataset
also provided the maximum agreement with subjective quality scores —
LCC=94.66%.

Within the video subsets with compression, the best results were
achieved by the spatial and temporal gradient-based information
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preservation measure, VQ"®. At four subsets with compression, the
degree of agreement between VQ"® and the subjective quality scores
ranges from LCC=90% to LCC=96.40%. The MOVIE objective measure
provided the best results on the subset of sequences with the packet
losses (LCC=88.20%), while the Frame PSNR measure is more suitable
for quality evaluation of video sequences with the additive Gaussian
noise (LCC=94.94%).

Objective quality evaluation is a very complex problem, but it is
possible to solve it and reach high performance using approaches that
have been proposed for image and video quality evaluation.
Improvement of objective quality assessment at the global level is
possible to be achieved by a fusion of objective quality assessment
measures suitable for different types of degradation of the original signal.
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AHAJING XAPAKTEPUCTUK OB'bEK:I'l/IBHbIX MOKASATENEN
OLEHKN KAYECTBA ®OTOINPA®UIN 1 BUOEO HA OCHOBAHNU
BA3bl JAHHbIX
Bobar M. Bonpxynuy?®, Gobar 3. Masnosuy?®, Bradumup C. I'IeTpOBVN6
@ YuusepcuteT o6opoHs! B 1. Benrpap, BoenHas akagemusi, Kacdenpa
TenekoMMyHuKaumnin n uidopmaTtuku, r. benrpag, Pecnybnuka Cepbus
6YHvuaepCMTeT B I. HoBu-Capg, ®akynbTeT TEXHUYECKUX HayK,
r. Hoen-Cap, Pecny6nuka Cepbus

OBJIACTb: TenekomMmyHuKaLun
BWO CTATbW: opuruHansHas Hay4Has ctaTbs
A3bIK CTATbW: aHrnuinckmn

Pe3swome:

B GanHoti crmamibe npedcmasrieHbl paboyue XapakKmepUCMUKU OO bEKMUBHBIX
riokasamerieli OUeHKU Kadecmea ¢homoepaghuli U 8udeo, Ha OCHOBaHUU 08yX
coomeemcmeyrowjux 6az  omKpbImozo Oocmyria, C  MPUBEOEHHbIMU
CYOBEKMUBHBIMU OUEHKaMU Kadecmea. Hapsidy ¢ aHaru3oM Xapakmepucmuk
Ha earobasibHoM yposHe — MosHbIX 6as3, 8 OaHHOU pabome rnpedcmasrieH
aHanu3 U Xxapakmepucmuku riokasamesieli rnoOMHOXeCms8 CueHasio8 8 UxX
pamvkax. bBasa ¢pomogpachuli cocmoum U3 nAMU  MOOMHOXECmS,
cebopmupoBaHHbIX briazodapsi MPUMEHEHUIO pazanutHbIx muros JPEG cxxamus,
8 mo epeMs Kak audeo rocriedosamerisHoCmuU codepxam  Wecmb
MOOMHOXECI8 — 4Yembipe U3 KOmOopbIX 06pa308aHbl CXXamuem UCXOOHbIX
riocriedosamersibHocmel, a 0ea MOOMHOXecmea rpedcmaerieHbl ¢
UCKaXKEHUSIMU, ~ XapakmepHbiMu Ol repedaqu  sudeocueHarios.  [pu
oripederieHUU  YCrieWwHOCMU  CPasHEeHUST OOBEKMUBHBIX U  CyOBEeKMUBHBIX
rokasamesieli  Kadecmea  PUMEHSIIUCL ~ MemoObl,  YMEEPKOEHHbIE
MesxdyHapoOHbIM MEerEKOMMYHUKAUUOHHBIM COOPYKecmeom (KoaghgbuyueHm
Koppesisuuu, paHeoeasl Koppesisiuusi, CpelHsisi abcormomHasi owubka u
cpedHeKsadpamu4ecKkoe OIMKITIOHEHUE  pO2HO3UposaHus). B pabome
r1oKa3aHo, Hmo ObbeKMuUEHbIE rokasamersiu rNoOMHOXECIM8 CueHarIo8 U3 basbl
OaHHbIX Mo2ym 8 6orbwoli cmerneHu coenafamb € pesyribmamamu
CYOLEKMUBHLIX MECMOB. XapakmepucmuKu ObbeKmMUBHLIX roKasamerel
3a8Ucsim om 8b160pa NMOOMHOXXECM8 — MUIa UCKEKEHUST, U COOMBEMCIMBEHHO
3HaYUIMESTbHO B/IUSIOM Ha XapaKmepuUCMUKU Ha 2/1006a/ibHOM  YpoeHE, 1Mo
ecme, Ha yposHe rnornHol 6asbl. PasHuua xapakmepucmuk 6 borswel mepe
8bipakeHa 8 8UOe0 [10CrIed08aMErTbHOCITSX, BCIedCmeuUe 3HaYUIMesTbHbIX
3pumeribHbIX pasHUL, 8 rocredosamesibHOCMSIX, 0O6pa308asLUILIXCS 8 npoyecce
Ckamusi, romepu rakemos u eo30elicmeusi 2ayccosckoeo wyma. B
3aKIMOYEHUE MOXHO CKasamb, 4mo Ha OaHHbIU MOMEHmM He cyuecmeyem
€0UHBbIX yHUBEPCalTbHLIX OBBEKMUBHBIX MOKa3ameriel, MPUMEHSIEMbIX PU
pasfuYHbIX Mmurax UCKaKeHUU CcuaHaros, U Mpu pasfiuydHoOU cmerieHu
UCKakeHUU, U Orisl pa3riuqHO20 HasHaYeHUs!.

Krrouesbie crioga: JPEG oxamue, H.264 u H.265 eudeockamue,
0b6beKMUBHas1 OLUEHKa Kadecmea ¢hormoepachuli U 8udeo.
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AHAJTIN3A NMEP®OPMAHCU OBJEKTUBHNX MEPA MNMPOLIEHE
KBAJIMTETA CNUKA N BUOEA CA NOTIMYHUM
PE®EPEHLNPAHEM

BobaH IN. BoHyynuh?, Bobax 3. Masnosuh?®, Bradumup C. rleTpOBMh6
@ YuneepanteT onbpare y Beorpaay, BojHa akagemuja, Kategpa
TenekomyHukaumja n uHcdopmaTtuke, beorpaa, Peny6nuvka Cpbuja
®YHuBepauteT y HoBom Capgy, ®akynTeT TEXHUYKUX HayKa,
Hoeu Capg, Penybnuka Cpbuja

OBNACT: TenekomyHukaLmje
BPCTA YJTAHKA: opyrnHanHu Hay4Hu YnaHak
JESNK YJTAHKA: eHrnecku

Caxemak:

Y pady cy npedcmaerbeHe nepgopmaHce 06jekmusHUX Mepa
npoueHe Keanumema criuka u sudea Ha dse jasHo docmyriHe base ca
cybjekmueHum  umnpecujama  keanumema. [loped  aHanuse
rnepghopmaHcu Ha eriobasnHOM rnaHy — HU8oy KomriemHux 6asa, y
pady cy aHanusupaHe U rnepgopmaHce Mepa Ha noocKynosuma
cueHana yHymap mux. basza cnuka cadpxu nem nodckynosa
Hacmarnux npumMeHoM pasnudumux munosa JPEG komnpecuje, 00K
ba3sa sudeo- cekgeHUU cadp>Ku wecm rio0CcKyroea — yemupu Hacmarsa
KOMrIpecujoM U380pPHUX CekeeHUu U dea nodckyrna ca dezpadayujama
Kapakmepucmu4yHuM 3a rpeHoc eudeo-cueHana. 3a odpefusar-e
ycriewHocmu objekmugHUX Mmepa, mj. rnopeheme cybjekmusHux u
objekmusHuUX cKopoea Keaslumema, KopuwheHe cy Mepe Koje je
npuxeamuo ITU (koeguyujeHm Kopenauyuje, kKopenayuja paHzoea,
cpedma ariconymHa epewka, cpedwa KealOpamHa apewka u
cmaHOapdHa desujayuja npouyeHa). lNokasaHo je da objekmugHe mMepe
Ha rnodckyrnosuma cuzsHana u3 6asza moey docmuhu eucok cmerneH
crazama ca pesynmamuma cybjekmueHux mecmosa. [lepghopmaHce
objekmusHux Mepa 3asuce 00 muna Oezpadauuje, WMO 3HAMHO
ymu4e Ha repgopmaHce Ha HUeoy KomrnemHe 6ase. Paanuka y
nepgopmaHcama je uspaxeHuja Ha b6as3u eudeo-cekgeHUu 3602
3HamMHUX 8U3YesIHUX pa3fiuka y CekeeHyama Hacmasum KOMIPeCcujoMm,
nakemckum 2ybuyuma u dolasar-em [aycosoe wyma. 3602 mozaa ce
moxe pehu da yHueep3anHa objekmusHa mepa, mj. mepa Koja he
bumu ynompebirbusga kod pasnudumux muriosa dezpadayuje cusHarna,
3a pasnu4yume cmeneHe Oezpadauuje, 3a pasuyume rnpUMeHe U cr.,
mpeHymHo He nocmoju.

Kbyune peyqu: JPEG komnpecuja, H.264 u H.265 sudeo-komnpecuje,
objekmusHa rpoueHa Keasiumema criuke u gudea.
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