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Abstract:

Introduction/purpose: The paper introduces a reduced latency stack decoding
algorithm of polar codes, inspired by the bidirectional stack decoding of
convolutional codes and based on the folding technique.

Methods: The stack decoding algorithm (also known as stack search) that is
useful for decoding tree codes, the list decoding technique introduced by Peter
Elias and the folding technique for polar codes which is used to reduce the
latency of the decoding algorithm. The simulation was done using the Monte
Carlo procedure.

Results: A new polar code decoding algorithm, suitable for parallel
implementation, is developed and the simulation results are presented.

Conclusions: Polar codes are a class of capacity achieving codes that have
been adopted as the main coding scheme for control channels in 5G New
Radio. The main decoding algorithm for polar codes is the successive
cancellation decoder. This algorithm performs well at large blocklengths with a
low complexity, but has very low reliability at short and medium blocklengths.
Several decoding algorithms have been proposed in order to improve the
error correcting performance of polar codes. The successive cancellation
list decoder, in conjunction with a cyclic redundancy check, provides very
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good error-correction performance, but at the cost of a high implementation
complexity.  The successive cancellation stack decoder provides similar
error-correction performance at a lower complexity. Future machine-type and
ultra reliable low latency communication applications require high-speed low
latency decoding algorithms with good error correcting performance. In this
paper, we propose a novel decoding algorithm, inspired by the bidirectional stack
decoding of classical convolutional codes, with reduced latency that achieves
similar performance as the classical successive cancellation list and successive
cancellation stack decoding algorithms. The results are presented analytically
and verified by simulation.

Key words: polar codes, successive cancellation, stack and list decoding,
folding.

Introduction

Context and motivation. Polar codes, introduced in (Arikan, 2009),
are the first class of codes with an explicit construction and a low
complexity encoding and decoding that provably achieve the symmetric
capacity of a binary input discrete memoryless channel (bi-DMC). The
standard decoding algorithm for polar codes is the successive cancellation
decoding (SCD). Although the SCD has good error correcting performance
for large blocklengths and is an important procedure for proving the
capacity achieving property of polar codes, it underperforms for short and
medium blocklengths. Several new decoding algorithms are developed to
correct this. The most important algorithms in this category are definitely
the successive cancellation list decoding (SCLD), introduced in (Tal &
Vardy, 2015) and improved in (Balatsoukas-Stimming et al., 2015) and
(Hashemi et al., 2016), the successive cancellation stack decoding (SCSD)
introduced in (Niu, K. & Chen, K., 2012a) and improved in (Xiang et al.,
2019), (Aurora et al., 2018), (Xiang et al., 2020) and the belief propagation
decoding (BPD) (Arikan, 2008), (Arikan, 2010). Cyclic redundancy check
(CRC) aided polar codes, coupled with the SCLD or the SCSD (Niu &
Chen, 2012b), (Li et al., 2012) have been proposed to further improve
the error correcting performance of polar codes for practical applications.
Other research direction deals with reducing the latency of the decoding
algorithm. The simplified successive cancellation algorithm (SSCD) was
proposed in (Alamdar-Yazdi & Kschischang, 2011) and further improved in
(Sarkis et al., 2014), (Hanif & Ardakani, 2017). The main idea of the SSCD
is to identify small constituent codes that can efficiently be decoded. The
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four common constituent codes usually considered are the rate-0 code,
the repetition code, the rate-1 code, and the single parity check code. The
reduced latency SCLD was presented in (Li et al., 2013) and an efficient
implementation of the SCSD was proposed in (Aurora et al., 2018). One
way of reducing latency is to exploit the recursive nature of polar codes.
This approach known as folding, was introduced in (Kahraman et al., 2013).
Several decoding algorithms based on the folding technique were proposed
in (Kahraman et al., 2014a), (Kahraman et al., 2014b), (Vangala et al.,
2014a), (Vangala et al., 2014b), (Huang et al., 2018). A reduced latency
implementation of the SCSD was given in (Xiang et al., 2020).

Polar codes have been adopted as the main coding scheme for control
and physical broadcast channels in the enhanced mobile broadband
(eMBB) and the ultra reliable low latency communications (URLLC) service
categories, defined in the fifth generation (5G) wireless communications
standard (-3rd Generation Partnership Project., 2016), (Won & Ahn, 2020),
(Hashemi et al., 2020). It is well known that the CRC aided (2048, 1024)
polar codes with list decoding can outperform LDPC and Turbo codes of
the same length (Li et al., 2012). Although polar codes have good error
correcting performance, the decoding latency still remains an important
research topic (Hashemi et al., 2020). In this work, we focus on improving
the decoding latency of the SCSD algorithm.

Contribution. In this paper, we present a novel low latency decoding
algorithm that is constructed by applying the folding technique to the
SCSD algorithm. The new decoding algorithm is in part inspired by the
bidirectional decoding of convolutional codes (Senk & Radivojac, 1997)
where the channel output is divided into two parts and each part is
processed in parallel, while an inner component code is used to combine
the results. We name this new decoding algorithm the bidirectional stack
decoding (BSD). To the best of our knowledge, no such algorithms has
ever been presented. We also show that the reduced latency decoding
algorithm presented in (Xiang et al., 2020) can also be constructed by
applying the folding technique to the classical SCSD algorithm. This
reduced latency SCSD can be used as a component decoder of our
algorithm, presented here.

Paper organization. The remainder of the paper is composed of
four sections. The section System model introduces the polar codes and
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gives a brief overview of the SCD, the SCLD and the SCSD algorithms.
The section Bidirectional stack decoding algorithm describes the new
decoding algorithm introduced in this paper. The next section presents
the Simulation results. The section Conclusion gives an overview of the
future work and concludes the paper.

Notation. Throughout the paper, uppercase letters represent random
variables, lowercase letters represent realizations of the corresponding
random variables, uppercase bold letters represent random vectors, and
lowercase bold letters represent their realization. The i-th component
of a vector x is denoted z;. P]-| represents the probability of an event,
E[-] represents the mean of a random variable and Var[-] represents the
variance of a random variable. Cursive uppercase letters represent sets,
and A" represents the set of all N-tuples of a set .A. The cardinality of
A is denoted |.A|. Sometimes a set will be defined only by its elements,
i.e {ay,as,...an}. Givenaset A= {aj,as,...,ax}and an N-dimensional
vector x, such that N > K, we define anew vector x 4 = [z4,, Za,, - - -, Tay |-
Other notation is introduced as it is used.

System model

In this paper, we consider only binary polar codes constructed by the
Arikan kernel (Arikan, 2009)

r= ). (1)

as they are most often used in practical applications. Given a vector u =
[uo, u1], we define u - F, = & = [z, z1]. A useful graphical representation
of this multiplication is given in Fig. 1. Note that u = a:FQ‘1 = xF, can be
represented by the same logical circuit in Fig. 1, by treating values x4 and
x1 as the input, and ug and u; as the output. The Kronecker product of the
matrix F, with itself is defined as

1000
R 0Kl |1 100

FQ@FQ‘L-FQ 1-F2]_ 1010 @
1111

Given N = 2™, we define an N-dimensional polar transform as Fy =
Fz?@’m = F§W_1®F2. A logical circuit representation of a higher-order matrix
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can be recursively constructed from smaller order circuits as shown in Fig.
2 for the case of the matrix in eq. (2).

The polar code C : (N, K,.A) is a linear block code of length N and
dimension K defined by a set of indices A C {0,1..., N — 1}, such that
|A| = K. The generator matrix of the code C is given by G = Fy 4, which
consists only of the rows of F)y specified by the values in A. Encoding can
be defined as

i-G==w. (3)

Alternatively, we can define an N-dimensional vector u, such that u 4 = <,
and u 4. bits are said to be frozen and set to some predefined value (usually
all zeros) which is known both by the encoder and the decoder. This is
useful as we can now use a logical circuit (as the one given in Fig. 1 and
Fig. 2) to define the encoding and decoding. There are many methods for
constructing the set A (Vangala et al., 2015). In this paper, we used the
method based on Bhattacharyya bound approximation proposed in (Arikan,
2009).

(t+1) (t)
A A
Uo m Zo IBE)()t-&-l) + Bgt)
1
. i )\gt+ ) - )‘(1t)
1 ) S B

Figure 1 — Polar code unit circuit.
Encoding circuit (left) and decoding circuit (right).
Puc 1 — Cxema 6r10ka nosisipHo20 Koda.
Cxema koduposaHusi (criesa) u cxema dekoduposaHusi (cripasa).
Cnuka 1 — OCHOBHO KOJ10 nosiapHoe Koda.
Korno 3a kodogars-e (11€80) u K010 3a OeKodo8aH-€ (OeCHO).

Successive cancellation decoding

Let X be a random codeword, and C = ¢(X), where ¢(-) represents
the BPSK mapping, defined as ¢(z) = 1 — 2z. C is transmitted over an
additive white Gaussian channel (AWGN), and the channel output ¥ =
C + W is received. W represents the AWGN noise vector with mean 0
and variance o?. Lety be a specific channel output, then XA = i—% represents
the log-likelihood ratio (LLR) vector.
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Figure 2 — Recursive construction of a 4-dimentional polar transform from two
unit circuits
Puc 2 - PekypcusHoe nocmpoeHue 4-mepHo20 MossipHoO20 npeobpasosaHusi u3
08yx €0UHUYHbIX CXeM
Crniuka 2 — Pekyps3usHa KoHCmpykyuja 4-0uMeH3UoHarHe rosapHe
mpaHcghopmayuje cnaja-em 08a OCHOBHa Koria

The decoding factor graph can be constructed from the encoding circuit
by replacing all summation blocks with check nodes and all junctions with
variable nodes (Fig. 1) (Forney, 2001).

The SCD decoding algorithm works by passing the LLR values along
such a defined factor graph from right to left, and hard decisions (3 values)
from left to right. When an updated LLR value reaches the end of the
decoding circuit, a hard decision is made and propagated in the other
direction. The SCD decoding procedure for the case of N = 2 is shown in
Fig. 1. The update rules in Fig. 1 are given by:

t+1 _ f()\(()t), \ t))
6Ot+1 :h( t+1
1)
A(t‘f' :g()\(t) )\(t), [()t))’

61t+1 h()\(t+1)), (4)

Bét) _ ﬁ0t+1 4 BEt-&-l))
ﬁgt) _ ﬁ£t+1)’
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where the functions f(-), g(-) and h(-) are defined as

f(Xo, A1) = sign(Ag) sign(Ar) min(|Agl, |A1]),
9(Xo, A1, B) = (=1)7 - Xo + Ay,

0 A>0 ©
h(A):{1 A<0

The high-level description of the SCD algorithm for N = 2™, m > 1 is
given in Alg. 1 (Vangala et al., 2015). Let A €¢ RN*™+1 and B € F)*™+1,
be two matrices for storing the calculated LLR and hard estimate values,
respectively. Each column of the matrix A (B) corresponds to a given level
(numerated from left to right) in the decoding factor graph. At the beginning
of the algorithm, the first column of the matrix A is set to the channel LLRs
(A). Furthermore, let ¢(-) represent the standard bit reversal function. For
an efficient implementation of the SCD algorithm, see (Aurora & Gross,
2018).

Algorithm 1: SCD algorithm
Input : A\, N, A
Output: 8
Initialize A and B;
AiVOZ)\Z‘Z‘:O,...N—l;
fori=0,... N -1do

b= ((i);
recursively calculate Ay ,,;
if b € A° then
‘ Bb,m = 01
else
‘ Bb,m = h(Ab,m);
end
recursively propagate By ,,;
end

Bi=Bimi=0,...N —1;
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Successive cancellation list and stack decoding

The main drawback of the SCD algorithm is the fact that once the
algorithm makes a hard decision, that decision is never again revisited, and
an error can easily propagate. The list and stack algorithms were proposed
to fix this problem. Let s; = (A, B, PM?, i) represent the current state of the
decoder. The matrices A and B are the same as before and i represents
the index of the last decoded bit. PM* represents the path metric at the
time i and it is calculated as (Balatsoukas-Stimming et al., 2015)

PAME — {PM’:} Be(iym = hM(A¢@iym)
PM"™" + [Aciymls  Begym # h(Aeiym) (6)
PM~'=0

The SCLD algorithm works by keeping a list of states. At each time step,
all states in the list are expanded. Every time a decision is made, the other
decision is also considered and a new element is added to the list. If the
list size is greater than some predefined size L, the list is sorted according
to the path metric and only the best L are kept. The SCSD algorithm works
in a similar manner, but instead of a list of states, a stack of states is kept
and at each step only the best (top) state is considered. As the SCSD
is an important component of the BSD, the high level description of the
SCSD algorithm is given in Alg. 2. For a description of the SCLD, see
(Balatsoukas-Stimming et al., 2015). In Alg. 2 the function top(-) returns
the top of the stack. The matrix B is calculated by flipping a single bit in B,
while the P is the path metric of this changed state. We assume the stack
is sorted in the descending order of the path metric, so that the best path
is at the top of the stack. If the stack size is greater than some predefined
size L, then the worst path is discarded. For an efficient implementation of
the SCSD, see (Aurora & Gross, 2018), (Xiang et al., 2020).

Bidirectional stack decoding algorithm

Let Z = {0,1,...N/2 — 1} and J = {N/2,...N — 1} be two
non-overlapping index sets. Furthermore, let £ C {0,1,... N — 1} be the
set of all even numbers lower than N, and O C {0,1,... N — 1} be the set
of all odd numbers lower than N. Using the recursive structure of polar
codes, we can write (Kahraman et al., 2013)
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Algorithm 2: SCSD algorithm

Input : A\, N, A

Output: 8

Initialize A and B and create an empty stack s;
Add the state (A, B, 0, —1) to the stack s;

(A, B,i, PM) = s.top();

while i < N do

b="((i+1);

recursively calculate Ay ,,;

if b € A° then

Bb,m =0;

i =14+ 1 and update PM using eq. (6);
recursively propagate By, ,,;

else

§b,m - h(Ab,m),

Bb,m = Bb,m @1,

i =14+ 1 and update PM and PM using eq. (6);
recursively propagate By, and By, ,,;
Add the state (A, B, i, PM) to the stack s;
end

recursively propagate By ,,;

sort and prune s ;

(A, B,i, PM) = s.top();

end

BZ:BLm’L:O,N*L

Fv O

2

Fv Fx

2

r=u-Fy=[ur,uy|-

(7)

M)

It follows that

x7 = (urduy)- Fy
’ (8)

Ty =Ug-" F%
This operation is called the basic folding and it splits the original code
into two polar codes of the length % A folded decoding factor graph
corresponding to a polar code of the length N = 8 is shown in Fig. 3. This
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decoder consists of two polar codes of the length N = 4 that can work in
parallel, and a combination phase that is used to reconcile the upper and
lower decoder. The upper and lower decoders are usually implemented
as a SCD, while the choice of the combination decoder may vary. If the
combination decoder is also a SCD, then the error performance would
be equal to that of a classical SCD algorithm. Usually, the combination
phase is implemented as a maximum likelihood (ML) decoder (Vangala
et al., 2014b), (Li et al., 2014), a list decoder (Li et al., 2014) or a stack
decoder (Xiang et al., 2020). The upper and lower decoders can be folded
again in order to further reduce latency (Xiang et al., 2020). The multiple
folding technique consists of applying the same operation several times
(Kahraman et al., 2013), (Kahraman et al., 2014b).

Figure 3 — Folded decoding factor graph for the polar codes of the length N = 8.
Puc 3 - 'pagh ceepmoyHo20 koda 0518 0eKkoOupo8aHUSsI rosisiPHbIX K008 ArTUHOU

N =8.
Cnuka 3 — pag casujeHoz chakmopa 3a dekodosare rnosiapHUx kKodosa AyKUHe
N =8.

Note that a similar folding operation can be obtained by splitting the
even and odd code bits into two parts and applying the polar transform in
the opposite direction.

We =g Do (9)

wo = T

This operation splits the code into two polar codes of half the length,
similarly as before. An example of this operation is shown in Fig. 4 for
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the case of a polar code of the length N = 8.

’wg:’u,g~Fﬂ
’ (10)
wo =up - Fy

By combining equations (9) and (10), we get

e =ucg - Fxn Dup - Fx
2 2

(11)

o =up - Fn
2

The same procedure can be applied to we and wep to construct multiple
folds.

R e e
3= T Lo —sr
-t é -+ g
3 -{=H=—+] s
R ~}ar
8= T &
I Rk e el s e B
2 -{=H=F—=] o

Figure 4 — Folded operation splits a polar code of the length N = 8 into two
overlapping polar codes of the length N = 4.
Puc 4 — Onepauyusi ceepmku desium ronsipHbil ko0 dnuHol N = 8 Ha dea
repeKkpbIsaroUXCs MOIAPHbIX KoOa OnuHol N = 4.
Cnuka 4 — Casujar-e denu ronapHu ko0 OyxuHe N = 8 Ha dea yYewbaHa
rnonapHa koda dyxuHe N = 4.

The new SCSD algorithm based on the odd-even folding is presented in

Alg. 3. Let SCSD¢ and SCSDy represent the SCSD decoder of the even
polar code and the odd polar code, respectively. Note that the reduced
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latency SCSD decoder, presented in (Xiang et al., 2020), can be used as a
component decoder in our algorithm. Let ENCO¢ represents the encoder
of the even polar code. The described decoding algorithm performs slightly
worse than the classical SCSD algorithm. The reason for this is the fact that
we keep only the best surviving state of the SCSD¢ decoder and discard
all the rest. In order to improve performance, we modify the component
SCSD algorithm to return a list of D best candidate states. This can easily
be implemented by popping the best state and rerunning the SCSD with
a modified stack. The decoder output is selected amongst all D? paths
based on the combined path metric or by checking the CRC. As D does
not need to be very large, an ML decision can also be applied.

Algorithm 3: Bidirectional stack decoding algorithm

Input : AN

Output: 3

Initialize  as

fori=0,2,4,...N —1do
| e = f(Ni Aig1);

end

B = SCSD¢(a);

w = ENCO¢(8¢);

fori=10,2,4,... N —1do
| e = g(Ni, Aig1, wip2);

end

Bo = SCSDo(a);

Simulation results

As we are primarily interested in URLLC applications, we consider
the polar codes of rate 0.5 and block lengths 128 and 256. Although we
present results only for short blocklengths, the proposed algorithm can be
applied to polar codes of any length. The codes were constructed using
the Bhattacharyya bound approximation method, and the simulation was
done using the Monte Carlo method for different values of E; /N, ranging
from —1.6d B to 3.9d B with a step of 0.5dB. All simulations were run until a
relative precision of § = 0.05 was reached.
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Figure 5 — BER of the (128, 64) polar code using the BSD, SCD, SCLD and
SCSD algorithms.

Puc 5 - BER kpusas nonsipHo2o koda (128, 64) ¢ ucrionb3oe8aHuemM aneopummos
BSD, SCD, SCLD u SCSD.
Cnuka 5 — BER kpusa (128, 64) nonapHoe koda npumeHom BSD, SCD, SCLD u
SCSD aneopumma.

The SCLD algorithm was run with a list size of L = 32, while the
SCSD algorithm was run with a stack of size . = 100. In the case of the
bidirectional stack algorithm, the component SCSD algorithms were run
with a stack of size I = 32, and they both returned a list of D = 4 candidate
states. Out of D? = 16 possible candidates, we select the ML one. Fig. 5
shows the bit error rate (BER) as a function of E}, /N, for different decoders
in the case of the (128, 64) polar code.
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107
107! g E
x i
L i
LL
1072 g .
1073 | E
-2 -1 0 1 2 3 4 5
Ep/No
Figure 6 — FER of the (128, 64) polar code using the BSD, SCD, SCLD and SCSD
algorithms.

Puc 6 - FER kpusas nosnspHo20 koda (128,64) ¢ ucrionb3oeaHuem anzopummos
BSD, SCD, SCLD u SCSD.
Cnuka 6 — FER kpusea (128, 64) nonapHoe koda npumeHom BSD, SCD, SCLD u
SCSD aneopumma.

100 —=

1071

1072

FER

1073

10—4 | | | | |

Ep/No

Figure 7 — FER of the (256, 128) polar code using the BSD, SCD, SCLD and
SCSD algorithms.
Puc 7 - FER kpusas nonsipHo20 koda (256, 128) ¢ ucrnonb3oeaHuem
anzopummos BSD, SCD, SCLD u SCSD.
Cnuka 7 — FER kpusa (256, 128) nonapHoe koda npumeHom BSD, SCD, SCLD u
SCSD aneopumma.
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Fig. 6 shows the frame error rate (FER) as a function of E,/N, for
different decoders in the case of the (128, 64) polar code. The FER of the
(256, 128) polar code is shown in Fig. 7.

Based on these results, we see that the new BSD algorithm has the
same error rate as the original SCSD algorithm. The speed of the proposed
algorithm is higher than that of the original SCSD algorithm because of the
smaller stack size and the fact that the algorithm is split into two parts,
where each one is a SCSD of half the length of the original code.

Conclusion

In this paper, we presented a novel bidirectional stack decoding
algorithm based on the folding technique. It was shown that the proposed
algorithm has the same error performance as the existing algorithms.
Future research will deal with further improving the bidirectional algorithm.
The folding procedure is a powerful technique that can be used to construct
a wide range of hybrid decoders. Different combinations of decoders could
give better results - which is something that needs to be investigated. It is
possible to further improve the proposed algorithm by applying the folding
operation multiple times. The use of multiple CRC codes can also improve
the performance of the decoder. An efficient hardware implementation of
the proposed algorithm will also be developed.
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ABYHAIPABJIEHHOE CTEKOBOE AEKOANPOBAHNE
MONAPHBLIX KOOOB

AnekcaHOp [x. Muns, [JywaHr M. Jo6poM1MpoB, KOPPECNOHAEHT,
Bodun W. LWeHk

HoBu-Caackuin yHnBepcuTeT, hakynbTeT TEXHUYECKUX HaYK,
kadegpa TenekoMMyHukaumii u o6paboTkM CMrHamnos,

r. Hoeu-Cag, Pecnybnuka Cepbus

PYBPUKA TPHTU: 28.00.00 KWNBEPHETUKA:

28.21.00 Teopus nHcdopmaumu;

28.21.19 Teopusa kognpoBaHug,

27.00.00 MATEMATUKA:

27.03.00 OcHoBaHWs MaTeMaTukm 1

mMaTemaTnyeckasi norvka;

27.03.17 AnropvTmbl 1 BbIYMCIIMMBIE (DYHKLUN

B[O CTATbW: opurmHanbHasa Hay4yHas ctaTes

russian
Pestome:

BsedeHue/uenb: B 0daHHOU cmambe rpedcmassieH Ho8bIl
anzopumm OekoOuposaHUs MOMSAPHbIX KOO08 C yMeHbUWEeHHOU
3a0epxxKol, 600XHOBMEHHbIU O8yHarnpaeneHHbIM CMEeKO8bIM
OekoduposaHUEM C8EPMOYHbIX K0008, padpabomaHHbIl ¢
nomMow,bK Memoda ceepmku.

Memodbl:  Aneopumm cmekogoeo OekoduposaHusi (makxe
u3eeCmHbIli  KaK CMmeKo8bili  0oUCK), rnpumMeHsiemcs: npu
OekoduposaHuu Opesos8udHbIX K0008, dekoduposaHUU CruCKa,
paspabomaHHoeo [lumepom O3nuacom, memode ceepmkKu,
npumeHsiemMol Ons  MUHUMU3auuu 3a0epXKu anesopummos
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OekoduposaHusi.  ModenuposaHue npPo8oduUSIOCL Memodom
MoHme-Kaprio.

Pesynbmambi: PaspabomaH Ho8bIl anzopumm 0ekoouposaHust
ronsipHbIX ~ KOOO08, nooxolawud  Onss naparsniesbHo20
eHedpeHuss. B cmambe npedcmasneHbl cpasHUMENbHbIU
aHanu3 HOB020 aflzopumma €  cyuwlecmsyowumu U
pesynbmamsl MOOeupPo8aHUs.

Bbigodbl:  [londpHble K0Obl — 3mMO Kracc Ko0o8, Komopbil
docmuzaem rpomnyckHou criocobHocmu KaHaros,
ucrnonb3yeMblli 8 Kayecmee OCHOBHOU CXeMbl KOOUpOBaHUSs
Ona kaHanos ynpaseneHus 8 5G New Radio.  OcHO8HbIM
anzopummom OekoduposaHusl MOMSPHbIX KOOO8 s8risiemcs
rnocriedogamersibHoe OekoduposaHue criucka ommeH
(aHen. Successive cancellation decoding - SCD). [aHHbIl
aneopummMm  omsu4aemcsi  npocmomod U OMIUYHbIMU
Xxapakmepucmukamu OmHOCUMesibHO ONUHHbIX K0008, HO
OH HeHaldeXeH OMHOCUMESIbHO KOPOMKUX U CPelGHUX KOOO8.
B OQaHHOU ces3u nipednasatomcsi HECKObKO an2opummos
dekoOuposaHusi, C Uenblo YyHWeHUs Xapakmepucmuk
nonspHbix kodos. NocnedosamernibHoe OeKoOUpPO8aHUE CriucKa
OMMEH 8 coYemaHuu C UUKIUYeCKUM U30bImMOYHbIM KOOOM
obecrieyusaem mo4Hoe ucripassieHue owuboK, HO 3a cdem
8bICOKOU crioxkHocmu eHedpeHusi. Cmekosoe OekodupoesaHue
ommMmeH obecrniequeaem  aHaslO2UYHYO  MOYHOCMb  MpU
ucrnpasneHuu owuboK, HO npu MeHbwel CrIoXHOCMU
8HEOPEHUS. lMomumo ebicokol HadexHocmu, HO8ble
MPUIOXeHUs1 8 KpUmuU4YeCcKux cumyauusix mpebyrom HebonbLux
3a0epxxeK, MoamomMmy HeobxodumMo MUHUMU3UPOBaMb 6peMsi
pabomsbi dekodepa. B OaHHOU cmambe npednazaemcs
HoebIl  anzopummM  O8yHarpas/ieHHo20  0eKoOupo8aHus,
KomopbIl obecrieyusaem 3Ha4UMesIbHO MEHbW Y 3a0ePXKY U
aHasi02u4yHy0 Ha0exXHOCMb, KakK Yy Hausly4ylwux Cyu,ecmeayouux
aneopummos. B cmambe npedcmaeneH cpasHumersnbHbil
aHasu3 HOB8020 ajizopumma C CyuwecmsyruwumMu, a makxe
pe3yrnbmambl MOOeIUPO8aHUS.

Knroyesble criosa:  nonsipHble KoObl, rocredosamesibHoe
dekoduposaHue, cmekogoe dexkoduposaHue, OekoduposaHue
criucka ommeH, ceepmka.
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BUONPEKLUMOHO CTEK AEKOOOBAHE MONAPHMNX
KOOOBA

Anekcarndap b. Muwba, [ywaH M. JJobpomnpos, ayTop 3a NpPenucky,

Bojur W. WeHk

YHuepautet y Hosom Capy, ®akynteT TexHUYKMX Hayka, Kateapa 3a
TenekoMyHukaumje n obpagy curHana, Hoeu Cag, Penybnuka Cpbuja

OBNACT: TenekoMyHukaumje, payyHapcke Hayke
BPCTA YJTAHKA: opyrnHanHu Hay4Hu pag
serbian

Caxemak:

Yeod/yurb: Pad yeodu Hosu anzopumam 3a O0ekodogosar-e
rosapHux Kodoga ca CMah€EeHUM KalukbeHeM Koju je
UHcrnupucaH 6udupeKyUuoHUM cmeK OeKoO008aH-eM KiaCU4YHUX
KOHBOMYyUUOHUX K0O0Ba, a 3aCHOBaH je Ha MEeXHUUU casujarba
(eHe. folding).

Memode: Cmek aneopumma (nosHam u Kao cmek npempaaa)
rnoeodaH je 3a OekodosaH-e Kodoga ca cmpykmypoMm cmabna,
Oekodep ca nucmom. Osa mexHuka caseujarba, Kojy je
yeeo [Memap Enuac, kopucmu ce 3a CMarmUgar-e KalWltera
anzopumama 3a Oekodosarse. Cumynayuje cy paheHe
npumeHom rnocmynka MoHme Kaprio.

Pesynmamu: Pa3sgujeH je Hoeu anzopumam 3a Oekodogar-e
rnofmapHux Kodosa Koju je noeoGaH 3a rnaparsnesiHy
umrnnemMeHmauujy. Hoeu aneopumam yropeheH je ca
nocmojehum, a pesynmamu cumynayuje cy npuxkasaHu.

Bakwyuak: [lNonapHu kodoesu cy knaca kodosa Koja docmuxxe
Kanayumem KaHana, U yceojeHa je 3a Ko0o8are KOHMPOIHUX
kaHana y 5G Hogsom padujy. [nasHu anzopumam dekodosara
3a ronapHe KoOo8e jecme CeKBeHUujaiHU anzopumam - ma3s.
Oekodep ca CyKUeCcusHUM rMoHUWMmasarmemMm (eHa. Successive
cancellation decoding - SCD). Oesaj anzopumam uma HUCKY
KomriniekcHocm u 00nu4He nepghopmaHce y criyydajy kodoea ca
8€e/1UKOM OY)KUHOM, asiu U 8ps10 Masly rnoy30aHocm Ha Kpamkum
u cpedrum OyxkuHama. pednoXeHO je HEeKOIUKO anzopumama
3a Oekodogar-e Kako 6u ce nobosrbwane rnepgpopmaHce
nonapHux kodosa. J[lekodep ca UCMOM U CYyKUECUBHUM
rnoHuwmasareM (eHa. Successive cancellation list decoding
- SCLD), 3ajedHo ca YUKIUYKUM KOOOM 3a rposepy epelwiaka
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(eHe. Cyclic redundancy check - CRC), npyxa seeoma dobpe
rnepghopmMaHce rpu ucripassbarby epewaka, anu o UueHy
gesiuKe KoMryieKkcHocmu umrnemeHmauuje. Cmek dekodep ca
CyKUEecUsHUM rMoHUwWmMmasarmeM (eHe. Successive cancellation
stack decoding - SCSD) npyxa cnudHe nepgopmaHce o
numary eeposamHohe 2pewke npu HUXOj KOMIMIIEKCHOCMU.
lNoped Hucke seposamHohe epelwike, Hoge arnnukauuje 3a pad
y KpUMUYHUM cumyayujama 3axmeeajy U Masio Kalwrere, rna
je nompebHo cmamumu gpeme pada Oekodepa. Y pady je
npeodnoxeH Ho8U BUAUPEKUUOHU anizopumam 3a 0ekodosarse,
Koju rnocmuxe 3HamHO MaH-€ KalWH-eHe y3 rnpubnuxHo ucmy
rnoysdaHocm Kao U Hajbosbu nocmojehu anzopummu. Hoeu
aneopumam je yrnopeheH ca nocmojehum anzopummuma, a
pesynmamu cuMmyrnayuje cy rnpuxkasaHu.

KrbyyHe peyu: nonapHu ko0osu, cekeeHyujaHu dekodep, cmak
Odexkodosar-e u ekodep ca fIuCMoM, casujarbe.
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