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Abstract:

Introduction/purpose: Aftificial intelligence can be used for both positive and
negative purposes. In recent years, the use of deepfake technology has
attracted significant attention. Deepfake technology replaces a person's
face and creates events that never happened. While the use of deepfake
was more noticeable in the past, the technology has advanced so rapidly
that today it is impossible to determine if the content is fake or not. As a
result, there is erosion of trust in the media and political institutions,
manipulation of public discourse, as well as the spread of disinformation
and fake news. The aim of this work is to examine the methods of creating
deepfake content and explore the possibilities for detecting such content. A
special focus is placed on investigating the dark side of deepfake
technology, i.e., the negative purposes for which deepfake technology can
be used.
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Methods: Through the use of literature review methods and content
analysis, this work has provided a systematization of knowledge about
deepfake technology, as well as an analysis of relevant data in this field
regarding the potential misuse of deepfake technology. Deepfake
technology and its use are viewed from a security perspective, i.e., how the
use of these technologies can pose a social hazard. Future research should
be designed to be multidisciplinary, integrating knowledge from social
sciences (security, sociology, psychology) and technical sciences
(information technology).

Results: The results of this research show that in a positive context, the use
of deepfake is associated with medicine, the film industry, entertainment,
and creative endeavors. However, deepfake is often used to create
pornographic content, revenge porn, fake news, and various types of fraud.
Conclusion: Deepfake technology is neutral in the sense that the purpose
of its use depends on the individual creating the content. The use of both
artificial intelligence and deepfake technology raises complex legal and
ethical questions. Although there is noticeable potential for societal
improvement offered by these technologies, deepfake technology
simultaneously poses a serious risk to human rights, democracy, and
national security. Therefore, the misuse of deepfake technologies
represents a social hazard for the entire population of any country. Women
are particularly vulnerable due to the possibility of creating pornographic
content and revenge porn using deepfake technology, although victims of
this act can also be men.

Key words: deepfake, pornographic content, cyber violence, scams,
fake news.

Introduction

Results of technical and technological progress often provoke certain
resistance and apprehension among people, and in that regard, the
development and potential application of artificial intelligence in everyday
life is no exception. In society, demands for the prohibition of using artificial
intelligence are increasingly heard, mostly due to the fear of losing jobs
that could be replaced by this technology. In the 1990s, with the
emergence of the Internet, people were concerned about the possibilities
it offered. However, over time, they adapted, and many began to use the
Internet not only for business but also for other purposes. The use of the
Internet has facilitated people's lives by providing a lot of information that
was not previously available. Today, that fear has been replaced by the
fear of artificial intelligence. One of many examples is the emergence of
ChatGPT, or language processing artificial intelligence models. This
program is capable of understanding written and spoken human language,
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as well as established rules of communication that enable it to understand
posed questions and provide answers. However, the way this program will
be used depends on the individual using it. The same goes for deepfake
technology.

The development of deepfakes began with harmless filters on social
media that allowed people to replace their friend's or family member's face
with theirs own. These filters, although of low quality, caused immense
enthusiasm among users of various social platforms. In the following
years, other applications offering different possibilities emerged. The result
of the development of this deepfake technology is that today it is
impossible to determine whether the content is fake or not (Botha &
Pieterse, 2020, p.62). This situation has led to numerous abuses of this
technology, and its use is estimated to have negative consequences not
only for individuals but also for the national security of states. Moreover,
"products and services based on artificial intelligence technology have the
potential to undermine human rights, democracy, and the rule of law" (Prlja
et al, 2022, p.125). States are concerned about the spread of fake news
and the creation of events that never happened, raising questions about
new models of abuse of this future technology. On the other hand, the
faces of many famous actresses and celebrities have been used to create
deepfake pornographic video content.

The societal danger of this phenomenon stems from the fact that not
only individuals in the public sphere are at risk, but anyone can become a
victim of the use of this technology. Deepfake technology is easily
accessible, and the costs of its use are minimal, almost conditioned solely
by the motivation and knowledge of the individual abusing these
technologies, while the consequences can be significant and serious.
Therefore, in the first part of the paper, the development and functioning
of deepfake technology will be presented, as well as the possibilities of
detecting such content. In the second part of the paper, the dark sides of
the use of deepfake technology will be presented in the form of creating
pornographic content, revenge porn, fake news, as well as the possibilities
of using this technology to carry out various types of scams.

Definition and characteristics of deepfake technology

The use of deepfake technology is conditioned by the technological
advancement of information technologies, hence it does not have a long
lifespan. These are new technologies, so the definitions of this type of
technology date back only a few years. "Deepfake is a medium, usually
video, but can also be just audio, or a combination of both - which is altered
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using artificial intelligence and machine learning techniques" (Grothaus,
2021, p.1). Deepfake technology involves placing the face of one person
onto the body of another (Mania, 2024, p.1). The goal of using this
technology is to create events that never actually happened. Deepfake
refers to "an image, sound, or other material that is entirely or partially
created, or an existing image, sound, or other material that is manipulated
using advanced technical means, and is difficult or impossible to
distinguish from authentic material" (Van der Sloot & Wagensveld, 2022,
p.4). There are two methods of creating deepfake content - autoencoders
and generative adversarial networks (GANs). The development of
deepfake technology has been almost fantastic over just a few years since
its emergence. As Grothaus explains, when GANs were first created, it
took hundreds or thousands of images of a person's face to achieve a
convincing deepfake. By 2015, when the first deepfake application for
smartphones, Face Swap Live, was released, face swapping could be
done in real-time via the phone's camera, although the results were far
from perfect. However, by 2020, deepfake technology on smartphones
had advanced to the point where an application like Reface could create a
realistic deepfake based on just one image of a person's face and then
place that person into scenes from Hollywood movies with barely
noticeable differences (Grothaus, 2021, p.26). Further development of
deepfake technology raises concerns about distinguishing between fake
and real content.

The compound word "deepfake" is formed by combining the English
words "deeplearning" and "fake" (VatreS, 2021, p.562). While "fake"
translates as false, "deeplearning” is used in the IT world to denote deep
learning, which is actually "a type of machine learning - one of the basic
techniques that drives artificial intelligence. Deep learning is a key tool in
the field of computer vision, where computer systems are tasked with
identifying subjects in videos and photographs, and is used in everything
from self-driving car systems and facial recognition systems to applications
on smartphones that automatically tag owner's friends in pictures"
(Grothaus, 2021, p.3). The first method of creating deepfake content relies
on autoencoders. They represent a type of artificial neural network used
for learning efficient data encoding, with two learning functions: an
encoding function that transforms input data and a decoding function that
recreates the input data from the encoded representation. In the case of
generative adversarial networks, two neural networks compete against
each other in a zero-sum game, where one network's gain is the other's
loss. In the first technique, there is an encoder that extracts latent facial
features from the image and a decoder that is used to reconstruct the facial
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image, both using the same network that finds and learns similarities
between two sets of facial images such as the position of eyes, nose, and
mouth (Nguyen et al, 2022, p.3). In the GAN technique, there are two
neural networks, a generator capable of producing images, and a
discriminator whose role is to distinguish fake images from real ones
(Nguyen et al, 2022, p.5). The techniques for creating deepfake content
mentioned are illustrated in the following figures, where Figure 1 refers to
the technique using autoencoders, while Figure 2 depicts the functioning
of generative adversarial networks (GANS).
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Figure 1 — Method of creating deepfake content through autoencoders (Nguyen et al,
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Figure 2 — Method of creating deepfake content using GANs (Nguyen at al, 2022, p.5)
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Meskys et al. explain that the key idea of GANs is for the generator to
try to generate images that would deceive the discriminator into believing
they are real, while the central idea for autoencoders is for the encoder to
try to encode the input image as a small vector, and the decoder to try to
decode this small vector into the original image (Meskys et al, 2020, p.4).
The GAN technique is a better version for creating deepfakes than
autoencoders because its results are much more realistic. In this
technique, two neural networks play the roles of a forger and an inspector,
where "each time the Al inspector labels a fake photo as fake, the Al forger
inspects aspects of that forgery, which naturally were not good enough to
fool the Al inspector, analyzes a set of authentic photos, identifies what is
different about them, and then tries again to fool the Al inspector with
another, improved forgery" (Grothaus, 2021, p.4). Despite the possibilities
offered by using GAN technology to create deepfake content, what is
particularly concerning from a security perspective is that with the
development of the technology, the number of photos needed to create
fake content has decreased over time. This further indicates that not only
politicians and celebrities are at risk but also every individual, given that
almost everyone readily shares their photos on social media today.
Moreover, the accessibility of deepfake technology is alarming, as
extensive knowledge of information technology is not necessary to create
fake content. This raises the question of who can create deepfake content,
and the answer is that anyone with motivation and a smartphone can do
so. In the literature, four groups of actors are usually distinguished:
communities composed of individuals for whom this is a hobby; political
players such as foreign governments and various activists; malicious
actors aiming to carry out various types of scams; and legitimate actors
such as television companies (Westerlund, 2019, p.41).

Despite the presence of various legitimate actors and many positive
purposes, the use of deepfakes is most commonly perceived as a threat
to state security and the stability of the political system. The reasons are
numerous, among which stand out: pressure on journalists struggling to
distinguish real news from fake; national security is compromised by the
spread of propaganda and interference in elections; citizens' trust in
information coming from authorities is undermined; and questions about
internet security for individuals and organizations arise (Westerlund, 2019,
p.42). However, it should be borne in mind that the purpose of using any
technology, including deepfake technology, is determined by the individual
using that technology. The fact that tools, as well as technology in general,
do not inherently carry essence or value is especially evident when
Grothaus emphasizes that moral judgment can only be made about the




person who used the technology in a certain way. As an example, he cites
the use of an airplane, which can be used as a tool for evacuating civilians
from areas affected by natural disasters or as a tool for demolishing
buildings. This confirms the hypothesis that the airplane as a form of
technology is neutral in both cases, and it is the human who determines
its purpose according to the given situation of use (Grothaus, 2021, p.25).
Such perception can also be applied in the case of using deepfake
technology. However, since there will always be individuals who will use
this technology for negative purposes, the next section of the paper
presents certain possibilities for detecting deepfake content.

Possibility of detecting deepfake content

For a short period, deepfake technology has evolved and been able
to correct earlier flaws, which makes detecting fake content more difficult.
There are numerous artificial intelligence tools used for detecting deepfake
content. However, the problem with this approach lies in establishing a
feedback loop between two groups of artificial intelligence. Namely, when
a detection deepfake finds a new indicator revealing that content is fake,
the deepfake creating that content learns how to correct the flaws and
deceive the detection deepfake (Grothaus, 2021, p.223). In the literature,
examples of different methods for detecting deepfake content can be
found. According to one group of authors, detection methods include facial
recognition such as tracking eye blinks, eye color, and dental flaws;
multimedia forensics that interpret parameters such as pixel correlation,
image continuity, and lighting; applying watermarks that allow identification
of alterations; as well as convolutional neural networks working on
machine learning principles enabling the detection of fake content through
powerful image analysis functions (Albahar & Almalki, J, 2019, pp.3247-
3248). On the other hand, some authors have classified methods for
detecting fake content into general network-based methods; methods
based on temporal consistency; methods based on visual artifacts;
methods based on camera fingerprints; and methods based on biological
signals. These methods are illustrated in Table 1.

Considering the variety of methods for detecting deepfake content
proposed by different authors, it seems that there is no problem with their
detection. However, given the short period in which deepfake technology
has managed to overcome previous shortcomings, there remains a fear
that in the future it will not be possible to distinguish deepfake content from
genuine content. Today, "although you may be able to prove that a video
is a deepfake, you can never prove with absolute certainty that the video
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is not a deepfake" (Grothaus, 2021, p.2017). In this regard, new scientific
research on deepfake technology mainly focuses on two levels of harm,
specifically on: "individual harm to the dignity and emotional well-being of
subjects of deepfake recordings, and broader societal harm that includes
threats to national security and democratic institutions" (Kugler & Pace,
2021, p.623). Deepfake technology does not possess essence; rather, its
manner of use is determined by the individual employing it. In a positive
context, the use of deepfake technology is associated with medicine, the
film industry, entertainment, and creative expression. However, it is
essential to emphasize the impact that deepfake technology can have on
each individual as well as on the state if used for negative purposes.

Table 1 — Methods of detecting deepfake content (Markovic, 2022, pp.33-34).

General network-based methods In this method, detection is considered a
frame-level classification task ending with
a Convolutional Neural Networks.

Methods based on temporal It has been determined that there are

consistency inconsistencies between adjacent frames
in deepfake videos due to flaws in the
falsification algorithm. Therefore,
Recurrent neural network is applied to
detect such inconsistencies.

Methods based on visual artifacts Mixing operations in the generation
process would cause substantial
deviations in the image within the blending
boundaries. Methods based on on
Convolutional Neural Networks are used
to identify these artifacts.

Methods based on camera fingerprints Due to the specific generation process,
devices leave different traces on captured
images. At the same time, it is
acknowledged that faces and background
images come from different devices.
Therefore, the detection task can be
completed using these traces.

Methods based on biological signals GANs find it difficult to understand the
hidden biological signals of faces, which
complicates the synthesis of human faces
with reasonable behavior. Based on this
observation, biological signals are
extracted to detect fake video clips.




Possibilities of abusing deepfake technology

The availability and ease of use of deepfake technology results in
every individual possibly discovering that their face has been exploited to
create deepfake pornographic content. Moreover, every individual may
find themselves in a situation where they receive a deepfake video via
email, featuring their face, showing actions that never actually occurred,
potentially intended for blackmailing the person depicted. This raises
questions about human perception, questioning whether one can trust
their eyes and ears when watching a video of a politician discussing
important international, regional, and national issues. Lastly, each of us
could fall victim to identity theft and various other scams that are now
feasible due to the advancement of deepfake technology. In the following
section, the dark side of deepfake technology is presented, namely the
potential for its misuse by individuals who employ it. Primarily, the use of
deepfakes to create pornographic content is highlighted, as well as how
the development of this technology has resulted in any woman becoming
a potential victim of deepfake technology. Additionally, as a result of the
development of this technology and the inability to distinguish between
fake and authentic content, various forms of cyberbullying and the spread
of fake news are possible. Thanks to deepfakes and their widespread
availability, identity theft is now possible not only in the form of stealing
someone's face but also their voice.

Pornographic content

The use of deepfakes to create pornographic content featuring
famous and well-known personalities is often cited as one of the primary
negative uses of this technology. The integrity of numerous actresses,
singers, and other famous women became compromised when the first
pornographic deepfake video content was created. In the early years, it
was not possible to prove the misuse of the technology and thus
demonstrate the falsehood of such posts, and the videos were further
distributed over the Internet, creating the illusion that they depicted real
events. The creation of deepfake pornography using the face of a famous
individual poses several problems. Firstly, neither the famous personality
whose face is used in the video nor the person whose body is used has
given consent for the creation of this type of content (Grothaus, 2021,
p.70). On the other hand, even though these videos feature famous
personalities and are widespread on the Internet, the creators of such
content fail to consider the consequences it may have on the individual. It
seems that despite crossing many ethical boundaries, the creators of such
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content have certain rules when making fake pornographic videos. These
rules are as follows: there are no fake images or videos of any famous
personality under the age of 18, and there are no fake images or videos of
any famous personality over the age of 18 using their face or body from
images or videos taken when they or the donor body were under 18 years
old (Grothaus, 2021, p.86). Of course, this does not justify the creation of
fake pornographic content using the face of a famous personality over 18
years old. Research indicates that pornographic deepfake content mainly
elicits negative emotions among online users. Anger, disgust, and
contempt are typically reported as responses to this type of content (Wang
& Kim, 2022, p.7). However, in the following years, the development of
deepfake technology has resulted in not only famous and prominent
individuals but also any person worldwide being potentially subjected to
victimization.

DeepNude was the first software specifically aimed at any female
individual, not just famous and well-known women, by enabling the
removal of clothing from images and creating fake content that could then
be shared via the internet and social media (Grothaus, 2021, p.97). This
software provided the opportunity for one individual to easily harm another
person, facilitated by the fact that people willingly share their pictures on
various social media platforms today. Nowadays, the availability of
photographs is not a problem because we all readily share our pictures on
numerous social media platforms. However, DeepNude was not the only
weapon against women. In 2020, the company Sensity released a
shocking report revealing that "all it took for anyone who wanted to create
'deepfake' women was to send a photo of the victim to a chatbot in the
popular Telegram messaging application. The bot would then undress the
woman and send a fake nude photo to the person who requested it"
(Grothaus, 2021, p.98). A vast number of women fell victim to this situation,
with their faces being used on naked bodies generated by artificial
intelligence. Many of them were unaware that their faces were being used
in this way by colleagues, friends, or acquaintances. Moreover, there was
the possibility of paying a fee to remove the watermarks from the fake nude
images created by the bot (Grothaus, 2021, p.99). This is particularly
concerning because if a victim's photo were to surface, they would not be
able to prove that the image resulted from the use of deepfake technology.
Although the integrity of every individual can be compromised through the
use of artificial intelligence, practice has shown that women are a more
vulnerable category, given the societal danger posed by this threat.
Despite the stated use of DeepNude, today the software is used from
images of men and women to images of animals and even objects.




The importance of a watermark lies in the fact that it indicates that the
content is fake. However, the problem arises with the possibility of
removing the watermark before sharing the image with other users via the
Internet (Grothaus, 2021, p.101). The possibility of removing watermarks
puts the victim of this technology's use in a particularly difficult position,
making it challenging to prove that the content is false. Additionally,
removing watermarks from images or videos produced by artificial
intelligence is problematic in the context of revenge porn. An individual
wishing to harm another can easily do so using deepfake technology. The
ease of abusing deepfake technologies for pornographic purposes, as well
as the significant, often irreparable consequences of publishing such
content on the Internet, make these technologies particularly dangerous.
Furthermore, most people are unaware of the existence of such
technologies, so they interpret such content as authentic, further
stigmatizing the victims. Such a situation can "erode trust, leading
individuals to question the legitimacy of visual and auditory content, which
further results in increased skepticism and confusion" (Wazid et al, 2024,
p.2). This not only compromises the victim's privacy but also their mental
health, deepening this negative social phenomenon.

Cyber violence

With the development and further refinement of deepfake technology,
the possibility has emerged for fake content to be used as a means of
extortion. "The most obvious example of this is the scenario in which
someone creates 'deepfake' targets but does not publish the 'deepfake’
publicly. Instead, the 'deepfaker' sends the target themselves in
'deepfake.' They might show the target physically or sexually assaulting
someone or engaging in taboo sexual acts. The goal here is not to deceive
the target into thinking it is real—because they know it is not. Instead, the
aim is to induce anxiety, fear, and concern in the target that others might
believe it is real if the 'deepfake’ were publicly released" (Grothaus, 2021,
p.115). These activities can leave serious negative consequences for the
victim, and such behavior represents a form of cyber violence. Deepfake
videos may not only contain sexual scenes that never occurred; today,
there is a "threat that people will be implicated in 'deepfakes’' showing them
committing crimes they did not commit" (Grothaus, 2021, p.113). The
impact this would have on the potential victim depends on numerous
factors, but the consequences are immense in any case. Given the
increasingly common cases of malicious software (ransomware) being
used to block access to data on a computer until a ransom is paid, there
is now the possibility of using deepfake ransomware. This software
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operates as follows: instead of encrypting an individual's data to restrict
access, it first analyzes the data on the computer to learn the user's
identity. It then searches for publicly available images or videos of the
person on the Internet or the computer itself and uses those media files to
create a "deepfake" version of that person in an embarrassing situation.
The ransomware would then display this "deepfake" version of the
individual on the screen with a visible countdown timer. If the timer expires
before the ransom is paid, the "deepfake" version of that person will be
publicly released (Grothaus, 2021, p.117). The current development of
technology has also enabled discussions about deepfake resurrections,
referring to content featuring a deceased individual who appears to be
alive and speaks or acts as the content creator desires (Lu & Chu, 2023).

Adults engage in creating deepfake content for various reasons, with
women being a particularly vulnerable group. The question arises as to
what the situation would look like if children and young people used this
technology for cyberbullying. Children quickly adopt new technologies,
having access to the Internet and various applications on their mobile
phones. The use of deepfake technology does not seem complicated; on
the contrary, it is widely available and easy to use because the software
does most of the work for the user. It can be concluded that while in the
1990s, peer violence usually ended at the end of the school day, today,
with the Internet, smartphones, and social media, victims of peer violence
often have no respite from abuse. Peer violence has become digital in the
21st century and can be relentless, following people at all times, and
attacking them anytime. Now, thanks to deepfake technology, it can be
even more drastic than ever before (Grothaus, 2021, p.19). Although such
events have not yet occurred, it is necessary to avoid such scenarios in
the future because it cannot be assumed how detrimental they could be to
the development of children and young people. Moreover, considering the
short time in which deepfake technology has significantly advanced in
eliminating previous shortcomings, we can speculate about what the future
may hold.

Fake news

Creating fake content on the Internet is not a novelty. The faces of
politicians have been previously used to create entertaining content.
Today, with the development of deepfake technology, we find ourselves in
a situation where we are not sure if the content is fake or not. In this regard,
it is necessary to differentiate between shallowfake and deepfake content.
Although they have the same goal, unlike deepfakes, which rely on deep
machine learning techniques, shallowfakes rely on traditional editing tools




and manual work to alter existing media. They are often called
'‘cheapfakes' because, due to the required manual editing and human
editing skills, some of them may look cheaply made if the creator lacks the
necessary expertise in graphics and video editing (Grothaus, 2021, pp.39-
40). Therefore, due to the numerous shortcomings of shallowfake content,
it is much easier to conclude that it is fake. As Markovi¢ and Dimovski
emphasize, given the advancement of deepfake technology,
"governments worldwide are concerned that material obtained using these
applications could be used to undermine national security, spread political
propaganda, and disrupt electoral campaigns" (Markovi¢ & Dimovski,
2023, p.299). In earlier deepfake videos, there were flaws based on which
the observer could conclude that it was fake, which is not the case today.
Today, "deepfake video technology - Al techniques for creating real video
footage of fake events, often with real people saying things they never
actually said - is being used for political purposes" (Schneier, 2021, p.16).
This can result in enormous consequences for society and state
institutions. "Deepfake videos can have deep negative consequences for
democracies: fake news created by deepfake videos may aim to tarnish
the reputation of certain individuals, portray false events (e.g., fake terrorist
attacks), or influence democratic processes such as election campaigns
or other socially significant events" (Meskys et al, 2020, p.8). Faces of
many politicians worldwide have been used to create deepfake content,
causing concern for many governments. Precisely because of the quality
of today's deepfake videos featuring certain influential politicians saying
things they never actually said, some countries fear the potential
consequences of fake content.

Some political leaders around the world have started using deepfake
technology for propaganda purposes, both among the population of their
own country and among the populations of other countries. The dangers
of propaganda are numerous, as the consequences of using deepfake
technology as a geopolitical tool are immeasurable (Grothaus, 2021,
p.206). Deepfake technology can be a powerful weapon for causing
instability in certain states and regions. Moreover, this technology can be
used during international conflicts to: legitimize war; fabricate orders;
create confusion; divide armies; undermine support; polarize society;
divide allies; and discredit leaders (Byman et al, 2023, pp.6-8). It seems
that it has never been easier to disseminate false information and content
than it is today. All of this leads us to question whether we can trust our
eyes and ears. "We will soon live in a world where we have to wonder 'is
it real?' about everything because we will no longer be able to believe that
the photos we see, the videos we watch, and the sound we hear are
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authentic representations of facts. Even now, with every passing month -
just months - deepfake algorithms are becoming increasingly polished and
powerful" (Grothaus, 2021, pp.214-215). In the coming years, there is a
possibility that deepfake technology will advance to the point where it will
be impossible to determine whether the content is fake by any detection
method. Research shows that people are overly confident in their ability to
detect fake and deepfake content, yet in practice, this is often not the case
(Kobis et al, 2021). The availability of deepfake technology, as well as the
simple process of creating fake content, already has enormous negative
consequences for human rights, democracy, society, state institutions, and
national security. From this perspective, what awaits in the future seems
daunting considering the speed of deepfake technology development.

Frauds

In the world, there have already been cases of using deepfake
technology to carry out certain types of fraud. Due to the possibilities
offered by this technology, identity theft is no longer an unexpected
phenomenon. Today, there is a significant shift toward biometric
authentication for security verifications, and the goal of deepfake content
creators is to appear as somebody else to deceive biometric systems
(Grothaus, 2021, p.117). With the development of deepfake technology,
the creator of deepfake content does not necessarily have to use only
someone's face but also their voice. This is not an unexpected occurrence
in today's world. The creator of deepfake content can perpetrate numerous
scams by using someone else's face or voice. Many applications today
require verification in the form of your picture or a recording of your voice.
Images are usually available on numerous social media platforms and can
easily be abused for these purposes. However, although faking someone
else's voice may seem like a slightly bigger problem, that is not the case.
Every recording of your voice or the potential availability of your video
recordings on social media is what the deepfake content creator needs.
After successfully cloning your voice, based on a minute or less of
recording, the deepfake creator will be able to create a fake recording of
you saying whatever they want you to say (Grothaus, 2021, p.120). There
are two main methods for creating deepfake speech: text-to-speech
synthesis (which uses written text to produce synthesized speech that
sounds like a specific person) and voice conversion (which uses the
original voice uttering the desired phrase and a target voice, and the output
is the original phrase spoken by the target voice) (Firc et al, 2023, p.14).
Identity theft in the form of stealing your face and voice is not the only type
of fraud that deepfake content creators can carry out in today's world.




Frauds can be directed toward both individuals and various companies,
financial markets, central banks, and financial regulators (Bateman, 2020).
Certain attacks that have used deepfake technology and were carried out
in the past few years with the aim of gaining huge financial gains are
presented in Table 2.

Table 2 — Deepfake attacks launched for financial gain (Kshetri, 2023, p.91).

Californian women  Deepfake videos About US
$300,000

United Kingdom- Vishing US $234,000

based energy

company

A United Arab Deepfake voice >US $35 million

Emirates bank technology

Japanese Manga Deepfake videos >US $500,000

artist

In a comparative perspective, there is a noticeable disproportion
between different types of attacks and the targets that have been
subjected to these attacks. Vishing, the technique of using fake phone
calls to deceive victims and obtain sensitive information, was used during
2019, with the target being an energy company based in the United
Kingdom. On that occasion, the perpetrators gained a profit of $234,000.
On the other hand, the target of the fraud, with a total profit exceeding $35
million, was a bank in the United Arab Emirates, and the means used to
achieve the goal was deepfake voice technology. The use of deepfake
technology may not necessarily be aimed at gaining financial profit but can
result in reputational damage and loss of trust among stakeholders
(Mustak et al, 2023, p.12). Often, malicious software (ransomware) is used
to block access to data on a computer until a ransom is paid. Numerous
hospitals and healthcare facilities worldwide have been targeted by
hackers using this software. This prevents healthcare workers from
accessing medical records and other vital patient health-related data. In
addition to the potential use of malicious software for various types of
extortion and forms of cyber violence, there is also the possibility of using
deepfake technology to manipulate CT (computerized tomography) scans.
'Researchers have found that deepfake technology can be used to
generate CT-quality images of internal organs that a hacker can then insert
into a patient's medical records - replacing authentic CT scans with
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deepfaked CT scans' (Grothaus, 2021, p.125). There are several reasons
for such types of fraud: the hacker wants to inflict psychological or
emotional stress on a specific individual; the hacker does this to gain
money and a competitive advantage; and finally, the hacker may compel
the doctors of a particular patient to perform a risky operation to try to
alleviate the problem, thereby endangering the patient's life (Grothaus,
2021, p.126). Although these cases may seem extreme, they are not
impossible today precisely because of the development and availability of
deepfake technology. The technology, while neutral in itself, can be
abused in various ways depending solely on the individual using it.
However, assuming that the development of this technology will continue
in the future, with further refinement, there remains a fear of the various
other ways malicious individuals worldwide may exploit it.

Conclusion

As an integral part of artificial intelligence, deepfake technology is
causing concern among individuals and states worldwide. Despite its
positive applications, deepfake technology is often used for negative
purposes. The creation of deepfake content impacts the human rights of
individuals, national security, and the political systems of countries. Fake
videos can cause instability in certain countries and regions. The faces of
politicians are used to create fake content and events that never actually
happened. Likewise, the faces of famous actresses and celebrities have
been used to create pornographic video content that circulates widely on
the Internet. With the development of deepfake technology, every person
is at risk because this technology allows faces to be used on artificially
generated nude bodies. Although every individual is at risk, based on
previous practice, it can be concluded that women are a particularly
vulnerable and endangered category. Privacy is seriously compromised,
and the consequences for victims are immeasurable from various
perspectives. Everyone's photos are publicly available on social media and
other platforms, resulting in anyone potentially becoming a victim. While it
once required a vast number of photos to create fake content, today only
one is needed. People's safety is compromised as the development of
deepfake technology has provided opportunities for numerous scams.
Identity theft is now more possible than ever in history.

A deepfake creator can not only steal someone's face but also
someone's voice. It is not just individuals at risk on an individual level, but
also countries, various companies, and financial institutions. In recent
years, scams have occurred worldwide due to the development of




deepfake technology, targeting both individuals and companies.
Furthermore, the use of malicious software and deepfake technology can
result in various forms of extortion representing a form of cyberattack.
Although there are different methods of detecting deepfake content, it is
difficult to prove that a video was created using this technology. It is
challenging to trust our eyes and ears in a world where manipulation of
public discourse is widespread. Previously, it was possible to detect
certain irregularities in a video and realize that the content was fake. Since
2014 and the development of GAN techniques, deepfakes have become
more realistic, making it difficult to determine whether the content is true
or not. The technique works by improving itself and eliminating flaws,
resulting in fantastic results. What should always be kept in mind is that
deepfake technology is neither inherently good nor bad. Its usage depends
on the individual employing it. However, given that deepfakes are now
being used for various negative purposes, the question arises: what can
be expected in the future? Therefore, for a comprehensive approach to
this researched problem, it is recommended that future research be of a
multidisciplinary nature, incorporating not only security but also an
information technology approach.
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Resumen:

Introduccién/objetivo: La inteligencia artificial puede utilizarse tanto con
fines positivos como negativos. En los dltimos afios, el uso de la tecnologia
deepfake ha atraido una atencion significativa. La tecnologia deepfake
reemplaza el rostro de una persona y crea eventos que nunca sucedieron.
Si bien el uso de deepfake era mas notorio en el pasado, la tecnologia ha
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avanzado tan rapidamente que hoy es imposible determinar si el contenido
es falso o no. Como resultado, hay erosion de la confianza en los medios
y las instituciones politicas, manipulacion del discurso publico, asi como la
difusion de desinformacion y noticias falsas. El objetivo de este trabajo es
examinar los métodos de creacion de contenido deepfake y explorar las
posibilidades de detectar dicho contenido. Se pone atencion especial en
investigar el lado oscuro de la tecnologia deepfake, es decir, los fines
negativos para los que se puede utilizar la tecnologia deepfake.

Métodos: Mediante el uso de métodos de revision de bibliografia y analisis
de contenido, este trabajo ha proporcionado una sistematizacion del
conocimiento sobre la tecnologia deepfake, asi como un analisis de datos
relevantes en este campo con respecto al posible mal uso de la tecnologia
deepfake. La tecnologia deepfake y su uso se analizan desde una
perspectiva de seguridad, es decir, como el uso de estas tecnologias
puede representar un peligro social. Las investigaciones futuras deben
disefiarse para ser multidisciplinarias, integrando el conocimiento de las
ciencias sociales (seguridad, sociologia, psicologia) y las ciencias técnicas
(tecnologia de la informacioén).

Resultados: Los resultados de esta investigacion muestran que, en un
contexto positivo, el uso de deepfake se asocia con la medicina, la industria
cinematografica, el entretenimiento y los esfuerzos creativos. Sin embargo,
deepfake se utiliza a menudo para crear contenido pornografico,
pornografia de venganza, noticias falsas y varios tipos de fraude.

Conclusion: La tecnologia deepfake es neutral en el sentido de que el
proposito de su uso depende del individuo que crea el contenido. El uso
tanto de inteligencia artificial como de tecnologia deepfake plantea
cuestiones legales y éticas complejas. Aunque estas tecnologias ofrecen
un potencial notable de mejora social, la tecnologia deepfake supone al
mismo tiempo un grave riesgo para los derechos humanos, la democracia
y la seguridad nacional. Por tanto, el uso indebido de las tecnologias
deepfake representa un peligro social para toda la poblacién de cualquier
pais. Las mujeres son especialmente vulnerables debido a la posibilidad
de crear contenido pornografico y pornografia vengativa mediante la
tecnologia deepfake, aunque las victimas de este acto también pueden ser
hombres.

Palabras claves: deepfake, contenido pornogréfico, ciberviolencia,
estafas, noticias falsas.
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Pesrome:

BeedeHue/uernb: VckyccmeeHHbIU UHMEerIeKm MOXHO UCM0/b308amb
Kak 8 rosioxumesibHbIX, maK U 8 ompuyamersibHbIX yensx. B nocnedHue
8peMs UCIMob308aHUE mexHoioeuu ourngelk npusriekaem bornbuwioe
gHumaHue. C moMouwbto mexHosno2uu Ounghelik MOXHO 3aMeHUMb UU0
orpedernieHHO20 Yesiogeka U co3dagamb cobbimusi, KOmMOPbIX HUKo20a
He ©6bino. PaHbwe ucrnonib3o8aHue Ourighelikoe ©Obiio 2opa300
3amMemHee, HO MEXHOMo2uU 3a KOPOMKUU MPOMEXYMOK epeMeHU
HacmonbKo  fpoegpeccuposasnu, 4Ymo Ha Ce200HAWHUlU  OeHb
fpakmu4YyecKu He8O03MOXHO omau4dume ¢belikosbili KOHmeHm om
Hacmosiwjezo. B pesynsmame o0bpasosanucbk: 3po3usi dosepusi K
cpedcmeam maccosoll UHghopmayuu U noUMUYEeCcKUM UHCmumymam,
B803MOXHOCMb MaHUrynupogaHusi obuwecmeeHHbIM OUCKYpcoM, a
makxe pacrnipocmpaHeHue 0e3uHgopMayuu u gelikosbix Hogocmed.
Llenbto O0aHHOU cmambu sienisemcsi u3dyvyeHue crocoboe co3daHust
durighelikogo2o KOHmMeHma, a makxe uccredogaHue 803MOXHocmeul
ObHapyxeHuss makoao koHmeHma. Ocoboe e6HumaHue yderneHo
uccriefogaHUlO MeMHOU CMOPOHbI  MmexHosoauu  ourghelik U
Hez2amueHbIM UesIsiM, 8 KOmMOopPbIX ee MOXHO UCMOo/1b308amkb.

MemoObi: Ha ocHoesaHuu muwamesibHo20 ob3opa fiumepamypbl U
KOHmMeHm-aHanusa 8 OaHHoU cmamee npedcmasreHa
cucmemamu3ayusi 3HaHUl 0 mexHorioauu Ounghelk, a makxe aHasu3
coomeemcmsyrouwjux 0aHHbIX 8 3amol obracmu OMHOCUMENbHO
803MOXHOCMU 3710yrompebrieHuss mexHonoauu oungpelik. TexHonoauu
oungbelik U Ux UCronb308aHUe paccMampuearomcsi ¢ MOYKU 3PeHUs
be3onacHocmu, mo ecmb uccriedyemcsi, HaCKO/IbKO OHU OfacHbl U
KaKyro coyuasnbHyr yeposy Moxem rpedcmaesnisims UCMno/1b308aHUe
amux mexHosioauli. PekomeHAyemcsi, Yymobbl 6ydyujue uccrnedosaHust
umenu MynbmuducyuUnIUHapHbIl Xapakmep, UHMespupysl 3HaHUs
coyuarsnbHbIX Hayk (be3ornacHocmb, COUUOMIO2US, [ICUXonoausi) U
MexHUYecKUx HayKk (UHGbopMaUyUOHHbIE MEeXHOI02uu).

Pesynbmamsi: Pe3ynbmambi 0aHHO20 uccriedosaHusi rokasbigarom,
Umo 8 ro/I0XKUMEeNIbHOM KOHMeKcme Uucrofib3oe8aHue ourigelika
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cesizaHo € MeOuyuHol, KuHouHOycmpuel, pa3sfeyeHussMu U
meopyecmeom. OOHako Oungheliku Yacmo ucrnonb3yromcs 0ns
c030aHusi nopHozpaghuyecKko2o KOHMeHma, rnopHomecmu, ¢helikogbix
Hosocmel, a makxe Ons ocywecmesieHus pasHbiX 8udo8
MOWeHHUYecmsaa.

Bbieodbi: TexHonoeus dungpelik cama rno cebe HelimparnbHa 6 Mom
CMbIC/IE, 4MO Ueslb ee UCMOoMb308aHUsi 3asucum Om 4Yesl08eka,
co3darouie20 KOHKpemHbil koHmeHm. OOHaKo ucCrnofib308aHUE Kak
UCKYCCMBEHH020 UHMersneKkma, mak U mexHonoauu oOurgelk
rnodHUMaem CriOXHble topuduyeckue U smuyecKkue eorpochkl. Xoms
nomeHyuasn, Komopbll 3mu mexHoroauu obecriequsarom Ons
ynyqweHuss — obwecmea,  3amemeH,  mexHosoeusi  ourngelk
00Ho8peMeHHO rnpedcmassiiem cobol cepbesHbIl puck O npas
yeriogeka, OeMoOKpamuu U HayuoHasnbHol 6e3ornacHoCmu CmpaH.
Beudy eblweusnoxeHHo20, HedobpocogecmHoe UCMob308aHUe
dunigpelikosbix mexHonoaull npedcmasrsiem coyuarnbHyto 0racHoCMb
HaceneHusi Kaxool cmpaHbl 8 ueroMm. YKeHWUHb! s18stomcesi 0cobo
ysa38UMOU Kamezopuell HacesfleHuUs U3-3a 803MOXHOocmu co30aHus
rnopHozpaghuHecKo2o0 KOHmMeHma U rnopHOMECmuU C UCIMO0/1b308aHUEM
mexHosioauu durighelik, 0OHaKO Kepmeamu Mo2ym cmamb U MyXHUHBbI.

Knouesble  criosa:  Oungpelik, nopHozpaghuyeckull  KOHMeHMm,
KubepHacuriue, MOUWEHHUYEeCMEO, JIOXKHbIE HO8OCMU.

TamHe cTpaHe aundejk TexHonoruje

Canrena 3. Berbkosuh?, ayTop 3a npenucky,

Munuua T. hypunh?, Unuja M. Faspunosuh®

2 YuuBepauteT y beorpagy, VIHCTUTYT 3a HykneapHe Hayke ,BuHya” —
HauuoHanhuu nHctutyTt Peny6nuke Cpbuje, Beorpaa, Penybnuka Cpbuja

6 YuusepauteT y Beorpagy, dakynteT NonMTMYKMX Hayka,
Beorpapa, Penybnuka Cpbuja

OBNACT: padyHapcke Hayke, UT, 6e3begHOCT, BeluTavka MHTenureHumja
KATETOPWJA (TWUIM) YNAHKA: npernegHu pag

Caxxemak:

Yeod/yurn: [Mocnedmwux eoduHa yrnompeba Ourigpejk mexHoroauje
rpuenayu 02poMHy naxry. Hbome ce Moay Kpeupamu 51axHU JIUKO8U Kao
u Ooeahaju Koju ce Hukada Hucy Oecunu. Panujux zoduHa buna je
rperosHamsbuea, anu je y nocrnedme speme monuko Harpedosarna 0a je
OGaHac Hemozyhe ripoueHumu Oa U je Heku cadpxkaj fiaxaH unu He.
Pe3ynmam moea jecme Hedocmamak rosepera y meduje u rnoaumuyxe
uHcmumyuuje, moa2yhHocm MaHurnymnucarba jasHUM OUCKYpCOM, Kao U
wuperse OesuHgopmayuja u naxHux eecmu. Lurb ogoe pada jecme




ucnumuear-e Ha4uHa Kpeuparba ourighejk cadpikaja, Kao U UCMPaXKuear-e
MoeyhHocmu 3a He2080 omkpusare. [locebHO cy ucmpaxusaHe
moayhHocmu 3noyriompebe Ourighejk mexHoroauje.

Memode: Nocpedcmeom kopuwhera numepamype u aHanu3e cadpxaja,
y pady cy cucmemamu3ogeaHa 3Harba O Ournghejk mexHomoauju u
aHanusupaHu penesaHmHu rnodayu y oeoj obnacmu y eesu ca
moeyhHocmuma 3noynompebe. [unghejk mexHonoauja u HeHa yrnompeba
caaneldaHe cy u ca 6e3bedHocHoe acriekma, 0OHOCHO M0Ka3aHo je Ha Koju
Ha4yuH oHa Moxe rpedcmaessbamu OpywmeeHy onacHocm. [Nperiopyka je
Oa bydyha ucmpaxxuearba 6yOy MynmuducyurniuHapHa — 0a uHmezpuwly
3Harba OpywimeeHux Hayka (6e3bedHocm, coyuoroauja, ncuxosnoauja) u
MexHUYKUX HayKa (UHghopmayuoHe mexHosoauje).

Pesynmamu: Pe3ynmamu ogoe ucmpaxuearsa rnokasyjy 0a ce ourigejk
mexHosoauja npumersyjey meduyuHu, ¢hunmckoj uHOycmpuju, 3abasu u
KpeamusHom cmeapanawmsy. MeRymum, Hepemko ce Kopucmu Kako bu
ce Kpeuparnu riopHozpagbcku cadpkaju, naxHe secmu u ussese oopefieHe
epcme npesapa.

Sakpyyqak: Jurighejk mexHonoauja jecme HeympasHa, wmo 3Hadyu 0a
cepxa HeHe yrnompebe 3agucu 00 rnojeduHua Koju Kpeupa odpeheHu
cadpxaj. Ynompeba kako selwmauke UHmMesnuaeHyuje, mako u ourgejxk
mexHorioaujeHamehe CrioXeHa ripasHa U emuyka rfumara. Mako je
yourbue romeHyujan Koju o8e mexHoroauje npyxajy yHarnpeherwy
Opywmea, ounghejk mexHonoauja ucmospemMeHo rnpedcmassba 03burbaH
pusuK rno Jsbydcka npaea, O0emMokpamujy U HauuoHanHy 6e3bedHocm
Opxxasa. [locebHO yepoxxeHy kamea20pujy cmaHosHuUWmea npedcmassbajy
XeHe 3602 Mmoz2yhHocmu Kpeupar-a ropHogpaghckux cadpxaja u
oceemHuy4Ke ropHoepadghuje yrnompebom Ourighejk mexHoroauje, uako
Xpmee Moy bumu u MywKapyu.

KrbyuHe peyu: Ourighejk, nopHoepadghcku calpxaj, cajbep Hacusbe,
npesape, naxHe secmu.
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